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1. While the term “AI” is a broad category of technologies that have been available for many years, in this paper the term 
“AI” is used to refer primarily to generative LLM models which have recently revolutionized the field of data analysis.
2. In the context of this study, the term “program evaluation” instead of simply “evaluation” is used because it is a narrow-
er and more precise term than “evaluation,” which can refer to the assessment of various entities and processes, such as 
health (evaluation of the health of an individual), building (evaluation of a building), and so on. The term “program evalu-
ation” refers to the systematic assessment of the design, implementation, and outcomes of a specific program, policy or 
intervention. It should not be confused with specific uses of the term “program” for particular modalities in the context of 
certain organizations.

I. Introduction
Artificial Intelligence (AI) has become an exciting and rapidly changing technology. 
Previously a phenomenon undergoing steady evolution alongside other components 
of computer science, the technology got a jumpstart with the launch of Open AI’s 
ChatGPT in November 2022. This moment marked the emergence of generative AI 
– a significant milestone and leap forward in the capabilities of AI.1  For the first time, 
a non-human entity was able to create completely new content, simply analysing, 
processing, or reorganizing existing data. Since that moment, AI has been going 
through accelerated and continued improvement, with numerous updates, versions, 
and models appearing almost every day. The generative capabilities of many models 
– be they in the form of text, images, voice, or other forms of media – are impressive 
and there is consensus among experts that this technology has potential to profoundly 
shape the future of many disciplines worldwide. From creative industries like art and 
literature to scientific research and problem-solving, to business and public sector 
processes, products and services, the applications of AI are vast and far-reaching. As 
the technology continues to improve, it is likely to have a transformative impact on the 
way we work, create, and interact with other technologies on a global scale.

One particularly promising application of AI is in the field of evaluation, where it 
has the potential to improve significantly the quality and efficiency of evaluation 
processes. Recognizing this opportunity, the four climate funds – Adaptation Fund 
(AF), Climate Investment Funds (CIF), Global Environment Facility (GEF), and Green 
Climate Fund (GCF) – decided to jointly commission a scoping study that explores the 
benefits, opportunities, and risks of the use of AI applications in program evaluations, 
with a particular focus on evaluations related to climate change.

1.1. Background 
While AI has the potential to transform many areas of human endeavour, this 
potential is particularly remarkable in the area of public policy research. Within this 
field, program evaluation2  is a function that stands to benefit significantly from the 
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use of AI. As more and more data become available thanks to increasing availability 
and sophistication of data-producing technologies such as mobile devices and the 
Internet, governments will increasingly prioritize evidence-based and data-driven 
decision-making. Given the role of data as the engine of AI technologies, individuals 
and organizations will increasingly recognize the value of AI for analytical purposes 
and will seek to integrate it into evaluation processes. As the following sections of this 
report will demonstrate, this is a process that is already happening. The value of AI is 
particularly pertinent to evaluations related to climate change, where the complexity 
and scale of interventions demand the processing of large-scale data.

Being at the forefront of climate finance, AF, CIF, GEF, and GCF are committed to 
ensuring the effectiveness of their investments. The evaluation of the activities that 
are financed by these funds is a key instrument towards this objective. In light of this, 
the four funds have commissioned this scoping study to investigate the potential 
of using AI in program evaluations, with a focus on evaluations related to climate 
change activities.

BOX 1: Common AI categories

The terminology used in the AI field is complex due to the diversity of methods and 
approaches used. The following is a very brief explanation of the key terms that will be used 
further in this paper.

■ Machine Learning (ML) - ML is a branch of AI. It focuses on algorithms and models that 
instruct computers to learn from large data and make predictions or decisions without 
being programmed for specific tasks.

■ Non-Generative AI - Non-Generative AI analyses and reorganizes, without being able to 
generate any new content.

■ Generative AI - Generative AI is an AI system that is capable of creating new content out 
of existing information. This includes text, images, voice, or other forms of data. 

■ Natural Language Processing (NLP) - NLP is a specialized sub-field of AI which uses 
ML techniques. It enables computers to understand, interpret, and generate language 
in a meaningful way. NLPs perform tasks like translation, sentiment analysis, and 
summarization of text. NLPs can be of both generative and non-generative in nature.

■ Large Language Models (LLMs) - LLMs are considered as a subset of NLP. LLM models 
are typically trained on vast amounts datasets, which enables them to understand 
information and generate human-like text. Their operating logic is to predict the next 
word in a sentence, which allows them to generate coherent text based on a given input 
and instruction. LLMs are primarily of a generative nature, because they are able to 
generate new content.
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1.2. Study objectives 
The primary objectives of this study, established by the four climate funds,  
were to:

1. Explore the potential of using AI in program evaluations, focusing on 
evaluations related to climate change

2.  Assess opportunities and risks associated with AI application across  
all stages of the evaluation process

3.  Provide insights to inform future AI applications in program evaluations, 
especially in the area of climate change (including – if possible –  
specific cases where AI has been used successfully)

By addressing these objectives, this study seeks to contribute to the 
understanding of the funds’ staff and decision-makers, as well as their partner 
(implementing) organizations, on how AI could be utilized to improve the  
quality, efficiency, and impact of program evaluations, especially in the area of 
climate change.

1.3. Methodology 
The study employed a mixed-methods approach consisting of three main data 
collection components:

1. Literature review: The study started with a systematic review of the existing 
literature. A thorough search was conducted to identify any existing knowledge 
on the use of AI in program evaluations. Particular focus in the identification 
process was placed on climate change. The search was based on a set of inclusion 
and exclusion criteria, followed by the screening and assessment of the quality of 
studies, and ending with the selection of the most relevant works. Subsequently, 
the studies were analysed from the perspective of the use of AI in evaluations and 
the most pertinent information was synthesized. The resulting review, presented 
in this report, seeks to provide a basis for understanding the current state of AI 
use in evaluations.

2.  Semi-structured interviews: The researcher conducted semi-structured 
interviews with 19 key stakeholders. These included staff members of the 
four funds and key international organizations who are directly involved 
with evaluations, and some key independent evaluators or representatives 
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3. This committee was comprised of one representative from each of the four climate funds that commissioned this study.

of consulting firms or academic 
institutions who have written about or 
have experimented with the use of AI in 
evaluations. The Steering Committee3  that 
was set up by the four climate funds for  
this study helped with the identification 
of interviewees and the organization of 
interviews.  The interview guides were 
developed based on the findings of the 
literature review and the key research 
questions outlined in the study’s Terms of 
Reference. All interviews were conducted 
remotely via video conferencing platforms.

3. Online survey: Additionally, the 
researcher organized an online survey with the aim of reaching out to a broader 
range of stakeholders. While the interviews were more targeted to institutional 
representatives, the survey was more targeted to independent evaluators, 
particularly those working in the area of climate change. The survey questionnaire 
included both closed-ended and open-ended questions, which were designed 
to capture quantitative and qualitative data. The sample size and the contact 
information of the invitees were determined in consultation with the Steering 
Committee. The survey was administered using SurveyMonkey. A total of 32 
responses were received. More detailed information on the profile of the survey 
respondents is provided in Annex II of this report.

The information collected from the three above-mentioned sources was analysed 
using a combination of qualitative (thematic coding and content analysis) and 
quantitative (descriptive and inferential statistics) techniques. The findings from 
the literature review, the interviews, and the survey were triangulated to identify key 
themes, patterns, and trends. The analysed information was synthesized to answer 
the key research questions and provide insights on the broader question about the 
potential of AI in program evaluations, with a focus on climate evaluations.

1.4. Cautionary note 
Two cautionary points should be made in clear terms before the presentation of the 
findings of this study.

• Firstly, AI is an all-encompassing term that comprises a diverse array of tools, 

The analysed information 
was synthesized to 

answer the key research 
questions and provide 

insights on the broader 
question about the 

potential of AI in program 
evaluations, with a focus 
on climate evaluations.
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methods, and approaches. Each of them has its own characteristics, utility and 
performance level. The findings of this report are for the most part generalized 
statements about AI. While references to specific AI tools and methods are 
made throughout the report, many findings are presented in light of AI as a 
broader technology.

• Secondly, AI is currently evolving at a breathtaking pace. New models and 
platforms appear every day, while existing models get frequent updates. This 
presents a challenge – it is difficult for researchers and practitioners to keep 
up with such rapid change. For this reason, it is crucial to recognize that the 
findings and observations presented in this study are of temporary value. 
They are mostly applicable for the present (the time when this research was 
conducted, which was July-August 2024). Given that the capabilities and 
performance of AI systems are continuously improving, many of the challenges 
and limitations outlined in this report may become less relevant or even 
obsolete soon. However, it is still important to acknowledge that while some AI 
challenges identified in this report may be resolved by the industry, others will 
persist, and new ones will inevitably arise. This study highlights a fundamental 
characteristic of AI: independently of the model or version, it will need close 
human supervision and ongoing monitoring, assessment, and adaptation.
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II. Literature review
The question at the centre of this study – “What is the potential of using AI in 
program evaluations, with a focus on climate evaluations, for all stages of the 
evaluation process?” – is also the key question that has driven the literature review 
presented in this section of the report. The literature on this topic is an emerging one. 
Most of the studies reviewed here – as can be seen in the bibliography list at the end 
of this report – bear the date of 2023 or 2024. The bulk of this research was prompted 
by the explosion of generative AI, following the launch of ChatGPT in November 2022. 

A crucial source for the information presented in this review has been the Summer-
Fall 2023 issue of the “New Directions for Evaluation” journal. This issue was 
dedicated to the exploration of the implications and opportunities of AI, particularly 
generative AI such as ChatGPT, for the field of evaluation. The ten articles constituting 
that issue examined foundational concepts in AI, potential applications and risks for 
the evaluation practice.

This section is divided in three parts: (a) Application of AI in Evaluations; (b) AI in 
Climate Change Evaluations; and (c) Opportunities, Risks, and Mitigation Strategies.

2.1. Applications of AI in evaluations 
The literature review conducted for this scoping study identified several key themes, 
which will be summarized in this section. At the high level, there is work, such as 
that of Nielsen, S. B. (2023), which looks at the extent at which AI has been applied 
in evaluations. One of Nielsen’s main findings is that while evaluators have been 
relatively slow to adopt AI compared to other professions, recent evidence suggests 
increasing interest and application. Nielsen argues that soon AI may displace some 
human tasks (e.g., transcription, translation, screening of documents, coding of text), 
while augmenting others (e.g., research design, establishing evaluation criteria, 
critical synthesis). Consequently, according to Nielsen, evaluators will need to not only 
accept AI, but also train it for optimal use.

Other researchers have explored the benefits and challenges of applying AI in 
evaluations. An example of this work is the upcoming book of Leeuw and Bamberger 
(2025) which explores the evolving role of big data and AI in the field of evaluation 
and highlights their potential benefits, such as reduced costs and time for data 
collection and analysis, the ability to work with larger samples and conduct granular 
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4. CoLoop is a platform that allows for collaborative data exploration and machine learning. It enables multiple users to 
work jointly on data analysis and model development in real-time.
5. Avalanche is an open-source platform that allows researchers and developers to develop models that learn from the data 
over time without forgetting previously learned information.
6. Rayyan is a web-based platform that helps researchers screen and analyse large volumes of literature.
7. The “reflexive thematic analysis” is a type of qualitative research which is used by social researchers to identify and anal-
yse patterns and themes within a given dataset.

analysis, and the ability to evaluate complex programs operating in dynamic 
contexts. One interesting area the authors explore is how AI can be used in collecting 
and repurposing administrative data, especially in areas such as climate change 
and the Sustainable Development Goals (SDGs). On the other hand, the authors 
emphasize the importance of theory-driven evaluations, with the theoretical model 
providing a framework for aligning big data variables with program objectives and 
hypothesized causal pathways and linkages.

Several studies have explored the way AI could be used in more specific evaluation 
tasks. One area in which AI has shown promise is in analysing qualitative data.

• For example, Kates and Wilson (2023) explore how LLMs like ChatGPT can be 
used for common evaluation tasks, such as proposal writing and evaluation 
planning. The authors claim that AI can significantly improve the quality and 
time-effectiveness of these processes by helping evaluators generate new 
(overlooked) ideas and produce first drafts. Similarly, Head, C. B. et al. (2023) 
looked at the viability of using LLMs for automating several evaluation tasks. 
They found that LLMs can have particular usefulness in tasks that involve the 
analysis of text – e.g., summarizing documents, comparing paragraphs or 
documents, extracting information from a long text or document, analysing 
themes and sentiment, generating new text, and so on.

• Sabarre, N. R. et al. (2023) conducted an experiment with three AI tools, which 
they used to code in the evaluation process. They compared the results of 
AI to manual processes and found that one of the tools (CoLoop)4  produced 
themes which were remarkably similar to manual coding in a fraction of the 
time, while also showing an ability to respond to nuanced questions. The 
second tool (Avalanche)5  generated more granular themes with high accuracy, 
but at a higher cost. The third tool (Rayyan)6  was less contextually relevant to 
the researchers’ needs. Based on this experiment, the authors argue that it is 
crucial to carefully consider the appropriateness and limitations of AI tools in 
specific evaluation contexts.

• Hitch (2023) explored the potential of AI tools like ChatGPT in reflexive 
thematic analysis7  for qualitative health research. He tested the performance 
of ChatGPT in certain tasks such as identifying patterns and themes that are 
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8. FactSumm is a model that uses machine learning techniques. It is used to assess the factual consistency of summaries. 
It identifies factual inaccuracies by comparing a generated summary with the source document.
9. QAGS, which stands for Question Answering and Generation for Summarization, is a metric that is used to evaluate the 
factual accuracy of text summaries.
10. SummaC, which stands for Summarization Consistency, is a model used to measure the consistency of summaries with 
their source documents. SummaC employs a pre-trained model fine-tuned for natural language inference (NLI) to com-
pare the summary with the source text.
11. ROUGE, which stands for Recall-Oriented Understudy for Gisting Evaluation, is a tool used for assessing the quality of 
text summaries by comparing them to reference summaries.

not immediately obvious to human researchers. Hitch’s testing showed that 
ChatGPT cannot fully replace human judgement in contextual interpretation 
and reflective deliberation, which are essential requirements of an evaluation. 
The author emphasizes that AI should be used to augment, not replace, the 
analytical process. He advises researchers to be vigilant and critical towards any 
outputs generated by AI.

• Morgan (2023) tested ChatGPT’s ability to conduct an analysis of qualitative 
data by comparing its performance with his own manual analysis. He 
tested this for two datasets – one using Reflexive Thematic Analysis and the 
other using Iterative Thematic Inquiry. The author found that ChatGPT was 
quite successful in reproducing the themes he identified manually. AI was 
particularly effective for concrete, descriptive themes, but was less useful for 
interpretive, and especially subtle, themes. Although ChatGPT was simple to 
use and took much less time than the manual coding, Morgan argues that AI 
approaches should be seen as merely tools that cannot replace the analyst’s 
intimate knowledge of the data.

The existing literature suggests that one particular evaluation task which AI seems 
to be well capable of handling is the summarization of text. For example, Balvir et al. 
(2024) have shown how AI can extract meaningful information from vast amounts 
of data and present it in a concise manner. This is a particularly valuable feature in 
the current situation of information overload. In another study, Shakil et al. (2024a) 
tested text summaries created by OpenAI’s GPT models for conciseness, relevance, 
coherence and readability by comparing them with traditional methods. The 
authors found significant similarity between the two types, which demonstrated the 
potential of GPT models as useful tools for summarization. In another study, Shakil et 
al. (2024b) propose an approach for generating higher-quality summarization while 
minimizing the output of false information, often referred to as “hallucinations”. To 
this end, they introduce a refinement process through tools like FactSumm,8  QAGS,9  
SummaC,10  ROUGE,11  and GPT, which improves in an iterative way the accuracy of 
summaries. The researchers used statistical analysis to confirm the significance 
of improvements achieved in terms of factual consistency and reduction of 
hallucinations, particularly for abstractive and hybrid summaries. Through this work, 
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12. A Convolutional Neural Network (CNN) is a type of deep learning model which is used for image recognition, object 
detection, and other vision tasks.

the authors underline the need for more sophisticated summarization approaches 
that capture more effectively the nuances of language. They also emphasize 
the importance of factual consistency and context in assessing the quality of 
summarization tasks.

Researchers have also tested the use of AI in more complex tasks. One of these 
is the prediction of socio-economic outcomes based on the analysis of key input 
variables, typically in the form of large data. A good illustration of this is the work of 
Jean et al. (2016), which demonstrates an accurate, inexpensive and scalable method 
for estimating consumption expenditure and asset wealth in several countries in 
Africa by applying machine learning techniques to high-resolution satellite images. 
The researchers used a convolutional neural network,12  pre-trained on night-time 
lights, as a proxy for economic activity. They fine-tuned it on daytime images to learn 
features that could explain up to 75 per cent of the variation in local-level economic 
outcomes from survey data. By leveraging information about lights, the researchers 
were able to overcome the limitations of survey data. With this model, they were 
able to demonstrate the strong predictive power of AI across multiple countries, 
outperforming models based solely on night-time lights. They also showed the 
possibility of generalizing across countries, which suggests the presence of common 
determinants of livelihoods that can be identified through satellite imagery.

In another study, Blumenstock et al. (2015) used a person’s history of mobile phone 
use to infer their socioeconomic status. With this inferred individual-level information, 
they were able to reconstruct the distribution of wealth for an entire region or nation. 
The authors combined mobile phone metadata from Rwanda’s largest mobile phone 
operator with follow-up phone surveys to train machine learning models that predict 
poverty and wealth with high accuracy. Through this approach, they were able to 
create a cost-effective method for gathering socioeconomic data in environments 
where traditional data collection is constrained by the lack of infrastructure and 
financial resources. At the same time, the study also revealed challenges related to 
protecting the privacy of surveyed individuals and the commercial interests of mobile 
operators when conducting such analyses.

Björkegren and Grissen (2020) created a model that can predict defaults on loans 
among borrowers in developing countries who have no formal financial history. A 
crucial aspect of this research was the application of machine learning to data on 
behavioural patterns extracted from mobile phone usage. The authors applied the 
model to approximately 5,500 behavioural indicators from mobile phone transaction 
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13. In econometric models, “within-time period variation” refers to the fluctuations that occur within a specific, defined 
time period, such as a day, a week, a month, or a year. It is used to estimate the effects of time-varying variables.

records to predict repayment. The results of 
their model outperformed models based on 
information from the credit bureau. Their 
model also performed well for unbanked 
individuals who would be impossible to 
score with traditional methods. To make 
their predictions more stable over time, 
the authors used only “within-time period 
variation”,13  which helped them avoid 
common shocks that occur over time. With 
this approach, they reduced significantly 
the cost of screening individuals who were 
on the margin of the banking system and 
enabled the banks to come up with new 
forms of low-cost digital credit. At the same 
time, the study also outlined key challenges 
such as privacy issues, the potential for 
manipulation, and the need for the model to be re-estimated if phone sharing or the 
usage of multiple SIM cards changed over time.

Samii et al. (2016) used machine learning to derive retrospective causal inferences, 
instead of using traditional methods such as standard regression analysis. The 
researchers in this case used AI to evaluate the success of anti-recidivism measures 
for former combatants in Colombia. The study found that machine learning provided 
more reliable estimates of the impacts of interventions targeted at key factors 
such as ex-combatants’ confidence in government, social networks, security, and 
emotions, compared to employment status. With this research, the authors showed 
how machine learning can be employed to sort through a large number of potential 
causal factors to identify intervention priorities, especially for outcomes that are rare 
or appear after many years – key challenges in traditional evaluation approaches.
Parthasarathy et al. (2017) have used NLP methods to examine the effects of 
inequalities that result from gender and status on deliberative influence in village 
assemblies in India. By applying AI to village assembly transcripts, the authors 
analysed key quantitative aspects of deliberative quality, such as floor time, agenda-
setting power, and the state’s responsiveness to citizen demands. The study showed 
that while the citizens had greater influence than the officials in the discussions, 
women faced significant disadvantages relative to the men. They were less likely to 
speak, set the agenda, and receive relevant responses from state officials, even when 
controlling for the topics raised. The authors also found that the presence of female 

The study found that 
machine learning 

provided more reliable 
estimates of the impacts 
of interventions targeted 
at key factors such as ex-
combatants’ confidence 

in government, social 
networks, security, and 
emotions, compared to 

employment status.
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14. Construct-validated measures are used to measure with accuracy a specific theoretical construct or concept.
15. This paradigm is underpinned by the idea that knowledge and meaning are constructed by individuals through their 
repeated interactions with the world. They are shaped by their experiences, culture, and social contexts.

council presidents through gender quotas improved significantly the likelihood of 
women receiving a response by the state. AI in this case was crucial for determining 
the causal effects of key variables.

Another important topic that has been explored by several researchers is the 
interaction of AI with evaluation validity and ethics. An example of this is the work 
of Azzam, T. (2023), who has identified ways in which AI can be used to improve 
the validity of arguments and areas where the use of AI can create challenges. The 
study is organized around quantitative validity (internal validity, external validity, 
measurement validity) and qualitative trustworthiness (credibility, transferability, 
dependability). Azzam reports that AI’s ability to establish internal validity for causal 
claims is limited by its lack of access to contextual information – especially, in aspects 
like identification of variables and participants, data collection approaches, and the 
situational context. However, when as far as external validity is concerned, Azzam 
finds that AI offers good potential for detecting patterns in large datasets. This is 
particularly helpful for assessing the replicability of findings to other contexts. Based 
on this, the author suggests that AI can be used in the development of “construct-
validated measures”14  for simple and observable phenomena. In particular, AI can 
contribute to qualitative analysis through sentiment analysis, keyword identification, 
and pattern matching across contexts. On the other hand, deeper meanings, lived 
experiences, and the constructivist paradigm15  – which is central to qualitative 
research – currently remain challenging for AI. Azzam makes the case for a 
collaborative approach that leverages the strengths of both human judgement 
and AI’s computational capabilities to generate assessments that have more robust 
validity.

Ferretti, S. (2023) has investigated the role prompts play in shaping AI results. Using 
four personality types – “pedantic”, “I know it all”, “meek”, and “speech virtuoso” – 
the author demonstrates how different prompts can lead to different results and 
insights. For example, ChatGPT’s “pedantic” trait can be leveraged to generate 
through detailed prompts high-quality outputs (concept notes, logical frameworks, 
questionnaires, training modules and other evaluation components). On the 
other hand, the “I know it all” trait can provide what might appear to be credible 
answers on any topic, but without true understanding or discernment. The “meek” 
trait allows ChatGPT to adopt any stance or perspective, which makes it a useful 
“thinking sparrow” for comparing approaches, assessing options, or roleplaying 
different arguments. As a “speech virtuoso”, ChatGPT excels at language-related 
tasks like summarizing, simplifying, translating, and changing the register of text. 
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16. LangChain is used for the development of applications that utilize LLMs. Pinecone is a managed vector database service 
that is used to handle the storage and retrieval of high-dimensional vector embeddings. Vector embeddings are represen-
tations of data (such as text, images, or audio) that capture semantic meanings in a format that can be easily processed by 
ML models. TypeScript is a programming language that is a superset of JavaScript. OpenAI is the company that has devel-
oped the GPT model. Next.js is a platform that enables the development of fast, scalable, and feature-rich web applications.
17. The term “climate evaluation” in this paper means the evaluation of climate change interventions or projects.

It can also perform various types of qualitative analysis (such as sentiment analysis, 
causality, etc.) and support the dissemination of results through audience-targeted 
products. This has the potential to democratize evaluations and bring in new voices, 
but also risks mechanizing the process if used uncritically. Ferretti’s work highlights 
the importance of carefully crafting prompts to obtain meaningful and context-
appropriate responses from AI. The author cautions evaluators to remain vigilant 
in fact-checking – identifying potential hallucinations at every step and critically 
examining the worldviews and biases ingrained in AI models.

Another area that has received some attention from researchers is that of evaluation 
education. Zach Tilton et al. (2023) have explored the implications of AI for evaluator 
and evaluation education. The authors experimented with three chatbot prototypes: 
a guidance counselor (answering questions about evaluation education programs), a 
teaching assistant (addressing specific evaluation theories), and a mentor (providing 
advice on fundamental evaluation practice). These chatbots were built through a 
combination of tools (like LangChain, Pinecone, TypeScript, OpenAI, Next.js)16  and 
were provided pre-processed evaluation-specific documents. They performed better 
than expected, retrieving information accurately, synthesizing answers from multiple 
sources, and providing playful responses. However, the authors identified limitations. 
For example, some answers lacked depth and specificity. Nonetheless, the authors 
expect that improvements will come with more experimentation with data-retrieval 
methods, as well as larger context windows and more powerful models.

2.2. AI in climate evaluations 
A key finding of this scoping study is that research on the use of AI specifically in 
climate evaluations17  is almost non-existent – despite its potential to contribute 
significantly to the field. There seem to be no articles that have an exclusive focus 
on the evaluation of climate-related programs with the help of AI. There is, however, 
substantial research on the use of AI in climate research, which has direct relevance 
and implications for climate evaluations. Climate research and climate evaluations 
are connected by their shared reliance on extensive amounts of data and the 
need for modelling and prediction. Climate research is particularly data intensive. 
It often requires vast amounts of datasets from various sources, such as satellites, 
weather stations, ocean buoys, remote sensors, and other instruments like these. 
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This data is crucial for understanding climate conditions and trends, as well as 
making predictions and informing policy decisions. Long-term climate data plays a 
critical role in the identification of trends and patterns, in tracking temperature or 
precipitation changes, and in monitoring other climate-related variables. It is also 
crucial for the assessment of climate change impacts. Also, data on greenhouse gas 
emissions, land use, and deforestation is key for our understanding of the drivers 
of climate change and for the formulation of mitigation and adaptation strategies. 
Furthermore, high-quality data are essential for the calibration and validation 
of climate models. Given the importance of data in climate research, AI has the 
potential to play a critical role in data analysis and the broader research process, 
especially, in areas like climate pattern recognition and predictive modelling. The 
features of AI that make it suitable for climate research are equally relevant for 
climate evaluations, as they provide value in assessing the effectiveness of climate 
policies, identifying areas for improvement, and making policies more evidence-
based. For this reason, the focus of the following portion of the literature review is on 
the use of AI in climate research, with particular emphasis on data analysis, modelling 
and impact prediction – areas which have direct implications for climate evaluations.

The study by Changlani & Thakore (2023) provides an overview of the role that AI can 
play in climate research. The authors explore the use of a variety of AI applications 
in data collection and analysis, climate modelling, extreme weather prediction, and 
climate impact assessment. They focus in particular on the potential role of AI in 
the collection and processing of climate data. For example, the authors argue that 
in remote or hazardous environments climate specialists can leverage AI-powered 
sensors and drones to automate the data collection process. This will ensure more 
effective real-time monitoring and reporting of climate-related events. The authors 
also suggest that NPL approaches can be used to extract useful climate information 
from textual sources, such as scientific publications and climate reports. AI can 
also be used to keep datasets up-to-date and relevant. Machine learning can 
help researchers identify and correct data errors and outliers. It can also be used 
to integrate information from various sources into comprehensive datasets. AI 
algorithms can also be used in the analysis of satellite imagery, which helps identify 
and track climate-related phenomena such as hurricanes, wildfires, and melting ice 
sheets. AI tools can also help with the analysis and interpretation of remote sensing 
data, a task which manually is very hard to achieve. The authors also explore the 
ways in which AI can help researchers improve climate models. For example, deep 
learning can be used to increase the resolution of climate models to allow for more 
accurate simulations of climate processes like atmospheric or oceanic circulation. The 
authors also recommend the use of AI in data assimilation,18  a process that combines 
observational data with model outputs to reduce errors and improve the model’s 
performance. AI also has potential to help researchers refine the parameterization 
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18. Data assimilation is a method used to integrate real-world observational data with a computational model to improve 
the model’s accuracy and predictive capabilities.
19. Parameterization of sub-grid scale processes is a technique used in numerical models, particularly in atmospheric, 
oceanic, and climate modelling, to represent the effects of physical processes that occur on scales smaller than the grid 
resolution of the model.
20. The list in the box is taken ad-verbatim from Changlani & Thakore (2023).

of sub-grid scale processes19  in climate models, which allows for more accurate 
parameterizations of phenomena like clouds and turbulence. 

Additionally, according to the authors, quantum computing – when and if it comes 
to fruition on a significant scale – could potentially accelerate climate change 
simulations. This will enable predictions that are more comprehensive and accurate. 
AI can also play a role in improving the accuracy of climate predictions. A feature of 
machine learning is that it is good at recognizing complex patterns and relationships 
in the data. This ability makes it suitable for the identification of subtle climate 
patterns that traditional statistical approaches may miss. AI tools can also be useful in 
the calibration of climate models by using observed data to fine-tune these models 
to better match observations. They can also be used to create dynamic models that 
are adjusted and updated based on real-time data – this in turn will allow for more 
precise and timely predictions, especially in rapidly changing situations such as 
extreme weather events.

Changlani & Thakore complement their review of AI applications in climate modelling 
and analysis with the following key examples.

BOX 2: AI Applications In Climate Modelling And Analysis20

The following are examples of applications of AI in climate modelling and analysis, as 
reported by Changlani & Thakore:

■ IBM’s GRAF model: IBM’s Global High-Resolution Atmospheric Forecasting (GRAF) 
model uses deep learning to improve short-term weather forecasts. By analysing vast 
datasets from various sources, GRAF can provide highly localized and accurate weather 
predictions, enhancing our ability to respond to extreme weather events. 

■ Google’s AI for weather forecasting: Google is working on improving weather and 
climate forecasting using deep learning. Their AI-driven approach focuses on better 
predicting complex climate phenomena like rainfall patterns. 

■ Microsoft’s AI for Earth: Microsoft’s AI for Earth programme supports numerous climate-
related projects. One example is the “LandCoverNet” project, which employs AI to map 
land cover changes, helping researchers track deforestation and urban expansion. 

■ Carbon Monitoring for Action (CARMA): CARMA utilizes data analytics to monitor global 
carbon emissions. It tracks the carbon output of thousands of power plants worldwide, 
providing valuable information for climate change mitigation efforts. 

(continued)
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Huntingford et al. (2019) argue that the complexity of the Earth climate system and 
the urgency of addressing global warming present a great opportunity for the appli-
cation of AI in climate research. They point out that machine learning can be valuable 
in identifying complex patterns and connections in the vast amount of climate data, 
going beyond the limitations of traditional statistical analysis methods. The study 
presents an overview of several key machine learning algorithms and their potential 
applications, which include the use of neural networks to build ecological interaction 
equations and Gaussian processes for out-of-sample predictions of future climate 
states. The study also presents illustrative examples, such as the use of machine 
learning to understand the drivers of the 2018 summer drought in the UK (the so-
called “warming hiatus”) and improve climate model parameterizations. Additionally, 
the study emphasizes the role of AI in translating machine learning-derived insights 
into actionable information for decision-making, such as early warnings for extreme 
events like droughts. However, the authors urge caution for a careful selection of 
algorithms, thoughtful consideration of underlying assumptions, reproducibility, and 
collaboration between climate experts and AI specialists.

In the area of adaptation, Chen et al. (2023) have looked into AI’s application in mak-
ing meaning out of large volumes of data from satellites, sensors and other sources. 
One instance is precision agriculture wherein AI can help keep track of crop condi-

■ European Centre for Medium-Range Weather Forecasts (ECMWF): ECMWF uses 
machine learning to improve weather forecasts, including predicting the tracks of 
hurricanes and cyclones more accurately. 

■ Climate Trace: The Climate Trace uses satellites, other remote sensing techniques, 
and artificial intelligence to deliver a detailed, independent look at global emissions, 
and make meaningful climate action faster and easier by mobilizing the global tech 
community to track greenhouse gas (GHG) emissions with unprecedented detail and 
speed and provide this data freely to the public. 

■ NOAA’s Climate Model Emulator (CME): CME uses machine learning to emulate the 
Community Earth System Model (CESM), a complex climate model. CME offers faster and 
more efficient climate simulations, facilitating extensive model runs. 

■ National Center for Atmospheric Research (NCAR) AI-enhanced climate models: 
NCAR is actively researching the use of AI, particularly deep learning, to improve climate 
models. Their work involves developing AI-based parameterizations for climate model 
components, aiming to increase model accuracy. 

■ NASA’s GEOS:AI model: NASA’s Global Earth Observation System with Artificial 
Intelligence (GEOS:AI) incorporates machine learning into its climate models. This AI-
driven model is designed to enhance the accuracy and efficiency of climate simulations. 
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tions, predict yields, and optimize resource 
management that leads to reduced fertilizer 
and chemical use. In the context of natural 
resource management, AI can be used to 
monitor forests, predict deforestation risks, 
and support the restoration of ecosystems. 
The authors posit that AI can also be em-
ployed in monitoring water resource man-
agement through analysis of water quality, 
consumption patterns, and infrastructure 
performance. As for natural resource man-
agement, AI is capable of monitoring forests, 
predicting deforestation risks and facilitating 
ecosystem regeneration. In addition to this point, the authors posit that AI can be 
employed in monitoring water resources through analysis on water quality indicators, 
consumption trends as well as infrastructure performance.

Leo et al. (2020) have explored the use of AI in the assessment of climate change 
vulnerability. They argue that AI can help with the creation of a complex and de-
tailed portrait of climate vulnerability, one that is comprehensive, data-driven, and 
human-centric. By combining satellite imagery with household survey microdata, 
AI can provide hyper-local insights into people, communities, and livelihoods, which 
allows for better targeted and more responsive program design and monitoring. The 
authors demonstrate this approach with case studies from the mapping of climate 
vulnerability in Malawi and Mali. They report large variation in vulnerability and its 
components, like sensitivity and adaptive capacity, between urban and rural areas 
(and even between neighboring administrative divisions). They conclude that AI has 
the potential to radically transform impact assessments of climate change programs, 
primarily through better measurement which not only leads to the construction of 
better baselines and endlines, but also does not overburden survey participants. The 
authors also stress the importance of tailoring indicators and models in a way that 
accounts for key contextual differences between regions and countries.

The work of Burke and Lobell (2017) demonstrates the potential of high-resolution 
satellite imagery in the assessment of maize yield variation and its determinants 
in the context of smallholder farms in western Kenya. By combining satellite imag-
es with one-meter resolution with extensive field sampling, the authors found that 
satellite estimates were largely in line with the survey measures, particularly for larg-
er fields where errors in both field and satellite measures were reduced. The study 
showed that satellite measures can be useful in detecting positive yield responses 
to fertilizer and hybrid seed inputs, with statistically indistinguishable results from 

As for natural resource 
management, AI is 

capable of monitoring 
forests, predicting 

deforestation risks and 
facilitating ecosystem 

regeneration. 
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surveys. This work suggests that the analysis of satellite images can make yield pre-
dictions which are as good as traditional survey methods.

Goldblatt et al. (2016) demonstrate how AI can be leveraged for a better understanding 
of urbanization patterns and dynamics, especially in developing countries where data 
is limited. The authors use AI for the classification of urban areas in a dataset consist-
ing of 21,030 polygons across India that were manually labeled as “built-up” or “not 
built-up”. These urban areas were detected through satellite imagery from the Google 
Earth Engine. The study highlights the potential of combining high-resolution satel-
lite imagery, cloud-based computational platforms like the Google Earth Engine, and 
reliable ground-truth data for mapping the urbanization process at scale. In addition to 
the benefits, the authors also reported key challenges such as the lack of ground-truth 
data specifically developed for mapping urban areas. The study also found that larger 
training sets combined with vegetation indices improve classifier performance.

The 2022 report on the Artificial Intelligence Forum in New Zealand provides a 
good overview of the applications of AI in the area of environmental sustainability in 
Aotearoa, New Zealand. The report illustrated the use of AI technologies, which while 
still nascent are helping process big data, provide near real-time information, en-
hance predictions and modelling, support decision-making, and gain insights from 
historical data. The report outlined several examples on the use of AI. One of them 
is the experience of Lynker Analytics Consortium, a non-governmental group that 
applied machine learning models to aerial imagery in order to classify land cover into 
classes such as pasture, harvested land, and mature native forest. This automated 
monitoring system enabled the rapid assessment of the replanting status for green-
house gas reporting. As another example, Safeswim, a public information service in 
New Zealand that provides real-time data on water quality and beach safety, used AI 
to combine real-time data on wastewater and stormwater networks with data-driv-
en predictive models to forecast water quality at swimming sites in Auckland. In yet 
another example, Wildlife.AI, in collaboration with community groups and local stu-
dents, designed a low-powered, open-source device that was used to record videos of 
ground-dwelling invertebrates and lizards. This data is used to prevent species loss by 
informing conservation efforts.

In their study of the potential of AI in the identification of climate-related disaster 
and security risks, Kim and Boulanin (2023) argue that recent advances in machine 
learning offer opportunities for understanding and predicting climate hazards, man-
aging vulnerabilities and exposure to climate change, and detecting climate-related 
tensions. The authors single out AI’s potential in helping overcome the data scarcity 
challenge in conflict-affected and fragile countries, which are often the most exposed 
to climate hazards. Lucas (2024) explores the critical role of AI in environmental mon-
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21. Mapbox is a location data platform that provides mapping, navigation, and location-based services to developers, busi-
nesses, and organizations.
22. Before the hurricane the data showed normal daily movement patterns - people commuting to work, traveling home, 
and relaxing on weekends. However, in the aftermath of Maria, the lack of electricity, communication networks, and acces-
sible roads limited severely regional mobility, primarily to the capital city of San Juan. Even 35 days after the storm, mobility 
was only at 27 per cent of pre-storm levels.

itoring for rapid disaster response by leveraging AI’s ability to process and analyse in 
near real-time vast amounts of data from various sources, such as satellite imagery, 
sensor networks, and social media. For example, the authors report the use of AI in 
the analysis of seismic data to predict the likelihood and intensity of earthquakes, as 
a way of enabling timely evacuations and other response measures. Similarly, AI can 
be used to monitor social media and identify and locate people in need of assistance 
during disasters.

Farley (2017) demonstrates the use of anonymized data from Mapbox’s21  traffic sensor 
network for the analysis of the impact of Hurricane Maria on the mobility and con-
nectivity of the residents of Puerto Rico. The data was visualized to show movement 
patterns in different regions before and after the hurricane, which revealed the loss of 
critical infrastructure due to storm damage as well as difficulties faced by the popula-
tion during slow recovery.22  The data helped researchers track the long road to recov-
ery and also raise some key questions about the factors contributing to the slow re-
covery in different areas, such as power supply, connectivity, or damages to the road 
infrastructure. With this study, Farley showcases the value of leveraging large-scale, 
anonymized data from sensor networks to gain insights into the impact of natural di-
sasters on human mobility and infrastructure, which could potentially inform disaster 
response and recovery efforts.

Taghikhah et al. (2022) explore how AI can be used in predictive models – such as ML 
and computer vision – to locate and map bushfire vulnerabilities. They provide the 
example of ML algorithms which are applied to satellite images to assess vegetation 
distribution and identify changes. This enables researchers to automate precision 
operations for afforestation and manage bushfires and deforestation more effectively. 
The study provides insights into the complex behaviour of fire emergencies and helps 
responsible officials develop effective firefighting strategies. 

In the area of mitigation, AI has shown potential for helping with the measurement 
and monitoring of carbon emissions. For example, Dannouni et al. (2023) explore how 
AI can help organizations to understand and to reduce their carbon footprints. They 
report the example of CO2 AI, a company that provides innovative SaaS platforms 
that leverage AI to enable organizations to map emissions across their value chain 
(from the production stage to the final product) and develop actionable insights to 
drive climate action. These platforms use AI to collect emissions data, match it to a 
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23. The authors shared a hypothetical scenario and list of evaluation activities with nine MERL experts and asked them to 
assess the potential impact of the use of LLMs on the level of effort (in practice, this is often measured in days needed for 
the evaluation team) required for the implementation of each activity. Respondents had the option of scoring the potential 
impact on a scale from 0 per cent (representing no impact of LLMs on the level of effort required to implement the activi-
ty) to 100 per cent (LLMs would replace all the work of the evaluation team in this activity).

company’s activities and products, simulate potential solutions, and help the com-
pany build decarbonization action plans. In the renewables sector, Taghikhah et al. 
(2022) have shown how AI can be used to optimize power generation, as well as help 
with the planning of energy storage and the forecasting of demand. Machine learn-
ing algorithms can also be used to develop predictive models for wind power genera-
tion at different time scales. Taghikhah et al. also outline the usefulness of AI in iden-
tifying conservative energy consumers, learning their profiles and preferences, and 
developing strategies for motivating behaviour change for greater efficiencies.

2.3. Opportunities, risks and mitigation strategies 
As shown throughout the previous two sections, the literature reviewed for this study 
clearly suggests that AI has the potential to facilitate significantly to the evaluation 
process, adding not only to the efficiency of the process, but also the quality of data 
and analysis. The majority of researchers and practitioners featured in this study 
believe that the application of AI tools in evaluations is inevitable; in fact, the speed 
of adoption is expected to increase at an accelerating rate. The implications of this 
will be transformative for the evaluation profession and field. Researchers like Head, 
C. B. et al. (2023) have estimated that as many as two-thirds of evaluation tasks could 
be affected by LLMs in the next five years.23  They think that AI’s full impact will likely 
come from tailored applications built on top of pre-trained LLMs (such as ChatGPT). 
These kinds of applications will rely on specialized “prompt engineering” to optimize 
evaluation tasks, fine-tune AI models on relevant documentation, and integrate LLMs 
into existing evaluation tools and processes. In a policy paper titled “Governing with 
Artificial Intelligence: Are governments ready?” by Ubaldi and Zapata (2024), the 
OECD explored the growing use of AI by various governments and the policy chal-
lenges that this new phenomenon entails. The study analysed a range of AI use cases 
in the public sector and identified specific tasks that had benefitted from the use of 
AI. The paper concluded that the responsible use of AI has the potential to substan-
tially increase public sector productivity, make public policies and services more re-
sponsive to evolving citizen needs, and strengthen the government’s accountability.
For all the promise of the use of AI in evaluation, there are also substantial risks. Many 
of these risks have been identified in stark terms in the existing research. First, AI 
does not operate in a void. AI-generated outputs are largely dependent on the qual-
ity and representativeness of the data used for training, which raises concerns about 
bias, reliability, and scalability (Ferretti, S., 2023; Head, C. B. et al., 2023, Thornton 2023, 
Kim & Boulanin 2023). Thornton (2023) cautions that AI models are only as solid as 
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24. The alignment problem refers to the challenge of ensuring that the goals, behaviours, and decision-making processes 
of AI systems align with the intentions, values, and safety requirements of humans.

the data they are trained on. As such, these models reflect the biases and structural 
inequalities that are present in the underlying data. Similarly, Head, C. B. et al. (2023) 
warn us that LLMs have major limitations and risks – models may hallucinate false 
information, reflect the biases which are ubiquitously present in the Internet data 
used for the training (e.g., overrepresenting English, wealthier and urban popula-
tions), and pose the “black box” interpretability challenge. In a similar vein, Kates and 
Wilson (2023) identify several challenges and risks associated with the use of AI in 
evaluations. These include the possibility of low-quality outputs, the sudden disrup-
tion of the evaluation market and professional roles, and the misalignment of AI with 
human values (the so-called “alignment problem”).24  The authors advise evaluators to 
get hands-on experience with various AI tools, use them transparently, think critically 
about AI’s effects on their evaluation work, and maintain a clear perspective on the 
technology’s potential implications for the profession. They conclude by calling for 
more empirical research on AI’s impact on evaluation, as well as regular updates to 
professional guidelines that address the use of AI in various organizations and envi-
ronments.

Based on his personal experience, Thornton, I. (2023) reports that AI excels in tasks 
that involve sorting, summarizing, or classifying data, but is less reliable in interpre-
tation, extension, or validity checking. As he puts it, “there is not yet a one-size-fits-all 
distinction between what kinds of work are better done by AI and what kind of work 
is better done by humans. These technologies are too new to reliably conclude what 
complex tasks AI is genuinely better at than humans are. The determining factor 
is more often what kinds of error are acceptable, rather than how much.” Thornton 
notes the emerging use of AI techniques in the evaluation field, while also highlight-
ing the slow pace (so far) of adoption of AI in the evaluation practice. His article also 
covers important ethical considerations – in particular, AI’s biases and the need for 
careful and responsible use of AI tools in evaluations. Thornton emphasizes the need 
for evaluators to understand AI in order to effectively use it or avoid using it. He also 
calls for further empirical work that assesses the quality and impact of AI contribu-
tions in the evaluation practice.

Hitch (2023) focuses on the ethical dilemmas that result from the use of AI in quali-
tative research, such as the issue of data privacy and the potential biases built in the 
underlying algorithms. The author highlights the importance of being mindful and 
critically aware when using AI in reflexive thematic analysis, seeing it more like a tool 
that helps with certain tasks, rather than a replacement of human judgement and 
expertise. Hitch makes the case for the development of strong guidelines for the ethi-
cal use of AI in qualitative research and predicts a gradual transition towards AI-aug-
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mented approaches in the field.

Christou’s work (2024) focuses on the main 
risks and limitations of AI. His main concerns 
include the potential loss of human interpre-
tive and evaluative skills, the elevated risk of 
biases, and key ethical considerations related 
to the use of data that underlies AI models. 
Focusing on thematic analyses, the author 
provides researchers, especially young analysts, with advice on how to use and doc-
ument AI tools in each phase of the process. Christou emphasizes the importance 
of maintaining a balance between AI-driven analysis and human interpretation to 
ensure rigor and contextual relevance. The author also puts forward an illustrative 
table that outlines the opportunities, risks, and criteria that researchers should con-
sider when using AI tools in each stage of the thematic analysis. Christou concludes 
by emphasizing the importance of not letting AI overshadow the analyst’s critical 
evaluative and interpretive skills. Instead, the author calls for the use of AI as an aid in 
thematic analysis, a tool that enhances the depth and breadth of the analysis, provid-
ed that certain quality criteria are adhered to.

Another key angle of AI that researchers have explored is its propensity for cultural 
biases. An example of this is the work of Vinuesa et al. (2020). These researchers have 
examined the interaction of cultural values and regional (context-specific) needs with 
the way AI systems are developed and used. The authors examine how AI solutions 
designed without contextual knowledge or engagement with the local communities, 
especially in the context of conflict-affected and fragile nations, exclude key variables 
and have unintended negative consequences. For instance, an AI system optimized 
for narrow climate change goals will fail to account for social-ecological aspects of 
the land, which are crucial to indigenous groups. Similarly, that model might also 
ignore endangered species valued by conservationists. This lack of cultural and con-
textual understanding may generate resistance from the stakeholders or might even 
lead to outright conflict. In another study, focused on the ethical use of AI and its im-
pact on public goods, Reid (2023) argues that AI may perpetuate collateral damage, 
such as algorithmic bias and new forms of racism and prejudice. The author invites 
evaluators to ask critical questions about who benefits and who loses from the use of 
AI in evaluation.

Thus, an effective integration of AI in the evaluation process requires a careful con-
sideration of the context, AI’s limitations, and its ethical implications. As Nielsen, S. 
B. (2023) has argued, while AI has the potential to affect significantly the evaluation 
industry, it is unlikely to disrupt entirely the need of the evaluation process for spe-
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cialist knowledge and judgement. Evaluators bring to the process a crucial under-
standing of theory, causality, validity, ethics, equity, and judgement. Azzam (2023) 
identifies the collaboration of humans and AI as key to a productive approach. AI’s 
potential is unleashed when AI’s pattern recognition and analytical power is com-
bined with human skepticism, contextual understanding, and critical perspective. 
The author provides several examples of this. For example, AI can be used to iden-
tify statistical anomalies, while humans interpret biases. AI can also act as a second 
coder in qualitative analysis, while humans verify its trustworthiness. Or as another 
option, AI can be used to detect hidden patterns, while humans make meaning 
out of them. Azzam argues that ongoing testing, research and experimentation are 
needed to fully understand and realize the benefits of AI in evaluation, while at the 
same time actively identifying and mitigating potential risks.

There is also one peculiar AI risk directly related to the environment and climate 
change – this is the impact resulting from the growing needs of AI’s computational 
infrastructure for energy and natural resources (Chen et al., 2023; Cowls et al., 2021; 
Dannouni et al., 2023; Kaack et al., 2020). The 2022 OECD report “Measuring the Envi-
ronmental Impacts of AI Compute and Applications: The AI Footprint” examines the 
direct and indirect environmental effects of the use of AI. The report raises concerns 
about AI’s environmental impacts, primarily through greenhouse gas emissions, and 
recommends the establishment of a comprehensive measurement framework that 
allows for the benchmarking of national AI initiatives and their environmental foot-
print. Cowls et al. (2021) have made an attempt to assess the carbon footprint of AI 
research and the factors that influence AI emissions (this was before the emergence 
of Open AI’s ChatGPT). They found that this carbon footprint is significant and em-
phasize the need for more research and evidence on the trade-off between emissions 
from AI research and the efficiency gains enabled by AI. Similarly, Dannouni et al. 
(2023) have estimated that the cloud and hyperscale data centres that support the AI 
systems may account for 0.1 per cent to 0.2 per cent of global greenhouse gas emis-
sions. Furthermore, while water-based cooling remains the most energy-efficient 
option for the data centres, it puts pressure on global water resources.

The existing literature shows that AI comes with its own set of risks and challenges. 
Researchers recommend a multi-dimensional approach for addressing them. One 
suggestion is to train AI on more diverse and representative data. This will help 
reduce bias and the risk of excluding certain groups. Another suggestion is more 
rigorous validation of AI outputs. Another one is the development of stronger eth-
ical frameworks and the active involvement of stakeholders in the assessment of 
results. Researchers also recommend the use of AI in a context-appropriate man-
ner, recognizing that human judgement and critical thinking will still have to play 
a vital role. Other suggestions include regulating AI’s environmental footprint, as 
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well as promoting transparency by sharing 
advancements and data with the public. 
Ultimately, a combination of technical im-
provements, oversight, thoughtful applica-
tion, human involvement, and openness, 
will help evaluators and organizations bet-
ter able to navigate risks and mitigate AI’s 
potential downsides.

The research reviewed for this study provides 
several specific recommendations. Head et 
al. (2023) raise the need for the evaluation 
community to engage more critically with 
LLMs, assess them more systematically for 
bias, exclusion, risk, and societal impact, and ensure that the affected communities 
have a voice in their design, validation, and accountability. The mitigating actions 
they propose include rigorous testing and validation and greater human-AI collabo-
ration to critically review and interpret the outputs generated by AI. They also make 
the case for the development and validation of AI tools based on more diverse data-
sets which represent more diverse evaluation contexts. As Thornton (2023) put it, “for 
evaluators, AI can serve as both an object (a tool applied in evaluations) and a sub-
ject (something to be evaluated itself).” Thornton outlines some methods that can be 
used in the assessment of AI models. They include qualitative approaches that assess 
factors like user satisfaction and trust, mixed methods that incorporate user feedback 
and biometrics, and quantitative metrics that compare the performance of models. 
Sabarre et al., (2023) maintain that evaluators must thoroughly assess the evaluation 
context and needs before choosing an AI tool. Ferretti (2023) emphasizes the im-
portance of human judgement and critical thinking in evaluation, even when using 
advanced AI tools.

In a paper by Raftree and Tilton (2023) presented to the 2023 American Evaluation 
Association (AEA) Conference, the authors discuss several concerns about the use of 
AI. In particular, they highlight the increasing need for guidance on the use of AI in 
evaluations. Similarly, Reid (2023) makes a strong case for the formulation of ethical 
guidelines for AI’s use in evaluations, whereas Montrosse-Moorhead (2023) empha-
sizes the importance of engaging stakeholders in the design and implementation 
of evaluations that are aided by AI in order to make sure that their values and con-
cerns are taken into account. Montrosse-Moorhead also calls for the establishment of 
guidelines and protocols for the responsible use of AI, including requirements for hu-
man oversight and validation. Based on a synthesis of the articles in the special issue 
of the “New Directions for Evaluation” journal, Montrosse-Moorhead, B. (2023) pro-

The mitigating actions 
they propose include 
rigorous testing and 

validation and greater 
human-AI collaboration 
to critically review and 
interpret the outputs 

generated by AI.
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poses eight criteria domains for evaluating the use of AI in evaluation practice. These 
domains are organized into two categories: (i) those related to the conceptualization 
and implementation of AI in evaluation practice; and (ii) those focused on outcomes 
resulting from the use of AI in evaluation. Through these criteria, Montrosse-Moor-
head proposes a framework for assessing the appropriateness, effectiveness, and 
impact of the use of AI in evaluations. Another study that focuses on the need for 
guidance is that by Tilton et al. (2023). The authors highlight the importance of the 
context for the use of AI in evaluations and make a call for comprehensive training 
and education for evaluators on the appropriate use of AI. 

Motivated by concerns about the risks of AI, an article by Kaack et al. (2020) proposes 
several policy measures in two areas: (i) regulating the impact of the AI infrastructure 
on emissions; and (ii) facilitating the sharing of data with the public. In the first area, 
the authors recommend economic incentives and regulatory requirements for emis-
sion reductions, including transparency and reporting requirements for emissions and 
energy consumption related to AI operations (this includes life-cycle impacts and ex-
ternalities). In the second area, the authors recommend the sharing of data in the pub-
lic domain and the establishment of processes that enable the incorporation of stake-
holder feedback throughout the process of deploying AI. The authors also advocate for 
the development of standards and best practices to guide decisions on when and how 
AI should be used. This includes standards around data collection, management, and 
sharing that take into account privacy concerns and data control considerations.

In conclusion, most researchers reviewed in this study suggest that evaluators and 
organizations must embrace AI, albeit critically. There are researchers like Nielsen, S. 
B. (2023) who make an explicit case for this. In the same vein, the article by Sabarre et 
al. (2023) makes the case for small evaluation businesses to embrace AI tools to in-
crease their value and remain competitive in the marketplace. Similarly, Raftree and 
Tilton (2023) emphasize that, despite the risks, there is a need for the evaluation com-
munity to proactively engage with these technologies to avoid the risk of becoming 
less relevant as data scientists and computational statisticians increasingly take on 
evaluation work. 

While there are no doubts about the usefulness of AI in the evaluation process and 
the inevitable trend of its increasing use by the evaluation community, a crucial 
advice that emerges from the review of this literature is the need for a careful and 
balanced approach in the adoption process that involves close human supervision. 
Furthermore, this approach should be gradual, through a process of continuous 
verification, improvement and adaptation. As in other fields of human endeavour, 
individual evaluators, evaluation organizations, and educational institutions must 
gradually adapt to the changes brought about by AI. They should embrace a culture 
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of continuous improvement and adaptation. As Sabarre, N. R. et al. (2023) suggest 
in their article for the special edition of the “New Directions for Evaluation” journal, 
the process for the adoption of AI in evaluation will require regular assessments of 
its effectiveness and appropriateness, adjustments along the way and the continued 
incorporation of new developments and best practices as they emerge.
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25. The MDBs that CIF works with have different disclosure policies and security considerations.
26. For example, the World Bank’s internal “MyAI” tool can only access and analyse World Bank documents and not those 
of other MDBs.

III. Experience of 
international organizations and evaluators
In addition to the literature review, this scoping study also collected information 
about the experiences of the international organizations and individual evaluators 
with the use of AI in the evaluation process.

3.1. Experience of international organizations 
This section synthesizes the experiences and insights of several international organi-
zations in leveraging AI for evaluation-related activities. These are the organizations 
which at the time of the study were identified as having experimented with and used 
AI in evaluations.

Climate Investment Funds (CIF)
The CIF team has not yet used AI extensively in evaluations – only for basic tasks such 
as using ChatGPT to generate evaluation summaries or convert text to bullet points. 
The CIF team sees potential for the use of AI in synthesizing evidence; for example, 
in diagnostic work to quickly understand a country’s context and policies, assessing 
the alignment of proposed projects with CIF country plans, and synthesizing insights 
from a set of evaluation reports on topics like stakeholder engagement or transfor-
mational change (e.g., thematic reviews across large corpuses of evaluations). How-
ever, the CIF team has noted that the AI outputs often introduce extraneous informa-
tion or miss nuances, which requires careful human review.

Some key challenges identified by the CIF team include data security concerns con-
nected to the uploading of sensitive/internal documents in external AI platforms,25  
the limitations in the interoperability of the AI tools across the various Multilateral 
Development Banks or UN agencies,26 and the rapid pace of change in AI tools, which 
makes their examination and testing quickly obsolete.

The CIF team emphasized the importance of developing practical protocols and 
guidance for evaluators on how to use AI in the evaluation process responsibly. They 
also stressed the need for building the capacity of evaluators and evaluation offices 
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to understand the potential and the limitations of individual AI tools.

Global Environment Facility (GEF)
GEF’s Independent Evaluation Office (GEF IEO) has been experimenting with AI and 
machine learning tools – particularly supervised classification and regression models 
– for over 15 years now. The team has prioritized the analysis of geospatial data, in-
cluding satellite images, for the assessment of changes in land use, forest cover, and 
biodiversity as a result of interventions funded/supported by GEF. More recently, the 
team has started experimenting with the new-generation generative AI. The follow-
ing is a brief overview of GEF IEO’s experience in this area.

• GEF IEO reported that the use of AI algorithms has generally improved the 
accuracy of climate change models and has enabled the organization to better 
estimate changes and relate them to its contributions – even for interventions 
not directly supported by GEF (for example, quantifying the carbon 
sequestered in GEF-supported areas).

• The team has used regression models to predict the sequestration of carbon 
under various scenarios. These models have provided valuable ex ante 
information for the assessment of the effectiveness of GEF projects and setting 
realistic project targets. For example, a key finding that GEF IEO has identified 
through this process is that a project’s maximum impact is seen about five 
years after project completion.

• GEF IEO has also combined AI-analysed satellite data with survey data from 
sources like the World Bank’s Living Standards Measurement Study (LSMS) 
and USAID’s Demographic and Health Surveys (DHS) to identify key factors of 
success (e.g., access to electricity).

• More recently, GEF IEO has been using generative AI tools, particularly in code 
optimization, debugging, and the analysis of qualitative data. Other use cases 
include summarizing documents, transcribing videos, translating documents 
in multiple languages, and designing communication materials using tools 
such as Midjourney and DALL·E3.

• In terms of tools, the GEF IEO team uses Bard/Gemini27  (pro version) and 
ChatGPT as the main generative AI chatbots, along with more specialized 
models like Aurora for satellite data analysis, and have been testing the 

27. Previously called Bard, Gemini is Google’s next-generation LLM that competes with other advanced AI models in the 
market, such as OpenAI’s GPT.
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potential of GEOAI models such as Clay. 

• The GEF IEO team has conducted a comparative experiment which showed 
that generative AI could perform well in the identification (extraction) of socio-
economic benefits from project documents. However, it also missed certain 
key aspects when compared to manual coding.

• The GEF IEO team also noted that while AI has reduced time spent on coding 
and enabled more innovative data analysis, it also requires continuous learning 
and experimentation to stay up to date with the rapid developments in the 
field. As a counteracting approach to AI biases and hallucinations, the team 
emphasized the need for human oversight, knowledge of the specific domain/
context where AI is applied, and careful engineering of prompts. The team also 
emphasized the need to train the AI and work with it in an iterative way, while 
being hands-on and experimental in setting up and using these tools.

• Regarding data privacy concerns, the GEF IEO team advised against uploading 
sensitive, non-public data to cloud-based AI platforms. The team suggested 
using APIs to access AI models without sending data to external AI servers. The 
team highlighted the World Bank’s approach of using Azure to train OpenAI 
models in-house on its own documents.

• For those evaluators/teams who don’t have sufficient resources for proprietary 
AI systems, the GEF IEO team recommends anonymizing the data before 
sending it to AI servers and exercising elevated caution when applying AI to 
sensitive information.

International Fund for Agricultural Development (IFAD)
Over the past six to eight months, IFAD’s Independent Office of Evaluation has been 
actively exploring ways of using AI for the improvement of the quality and efficien-
cy of the organization’s evaluation work. Their approach has focused on portable AI 
solutions across evaluations. IFAD sees significant potential for AI to strengthen the 
evidence and insights of evaluations. But the team also recognizes that realizing this 
potential will require continued exploration, learning, and investment. The following 
are some key insights from IFAD’s experience.

• IFAD has engaged with other UN agencies and IFIs to understand their 
experiences with AI based on their specific needs, resources, and capacities. 
This has helped IFAD in designing its own strategy and approach.

• IFAD started with simple AI solutions and has been gradually progressing 
towards more complex ones, with a focus on “learning by doing” and 
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28. A token is a basic unit of text that large language models process. Tokens can be as small as individual characters or as 
large as entire words, depending on how the text is tokenized.

combining evaluation expertise with data science skills.

• IFAD has tested the applicability of AI tools in four evaluation areas:

° Intervention targeting: IFAD has used ChatGPT for the development of a 
QGIS map which is used to assess the geographic relevance of the targeting 
of its interventions. The AI approach produced the map within 12 minutes, 
which was much faster than the traditional method. The output was 
validated by a GIS specialist, who confirmed the accuracy of the result.

° Document synthesis: IFAD has tested the ability of ChatGPT to synthesize 
information from multiple documents by having it answer ten evaluation 
questions based on 14 supervision reports and a mid-term review. The 
process took only 42 minutes (2 minutes for data preparation and 40 minutes 
for processing). This test confirmed that AI can help consolidate large 
information to address a specific query.

° Text analysis: IFAD used AI to extract specific information from project 
documents (in this case, to identify evidence of environmental impacts and 
associated mitigation measures). The AI results were manually validated by 
the team with spot checks. The test confirmed ChatGPT’s potential to quickly 
identify key themes and evidence from large text-based datasets.

° Analysis of non-lending activities: IFAD used ChatGPT to extract and 
analyse information about non-lending activities from various documents. 
ChatGPT created a structured database that enabled the generation of 
descriptive statistics, graphs, and tables. This test demonstrated the ability of 
AI to process very fast complex project data and visualize it with efficiency.

• IFAD reported challenges related to API request limits, hardware limitations, 
performance degradation during long runs, and token28  limit management. 
Solutions suggested by the IFAD team include using corporate API 
subscriptions, cloud computing platforms, built-in rest periods for the AI, 
tools for monitoring token consumption, and breaking down (chunking) large 
documents.

• The following are key lessons identified by IFAD:
° Without proper and well-structured prompts, AI tends to hallucinate. To 

prevent misunderstandings and to ensure consistency, it is important to 
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29. The TikToken library is a Python package used for tokenizing text specifically for OpenAI’s language models, such as 
GPT-3 and GPT-4.

make clear and specific requests and avoid conflicting terms. This is a time-
consuming, but essential process.

° AI may show reduced performance (getting tired) if it is run extensively. To 
mitigate this risk, a “sleep function” can be used in the script to give the 
system a break and prevent performance degradation.

° Large-size data and local hardware limitations may slow down processing 
times and reduce scalability. This can be mitigated by leveraging cloud 
computing platforms like AWS and Azure, which help improve scalability.

° When processed in one go, large documents may exceed the token or API 
request limits. This can be addressed by splitting large documents into 
manageable pieces, keeping each chunk within the token limits.

° Another challenge is the limited number of APIs which individual users can 
request per day and minutes. This limitation can be overcome by using a 
corporate subscription.

° The iterative prompt engineering process is time-consuming. Thus, it is 
crucial to find the right balance between automation and manual input.

° It is also important to ensure that the maximum output is less than the 
total available tokens minus the sum of the prompt and input tokens. The 
TikToken library29  can be used to monitor the consumption of tokens and 
prevent information leakage due to token overflow.

• IFAD’s team emphasized the importance of validating AI-generated results 
through methods like spot checks and comparison with human expert 
opinions as a way of ensuring accuracy. Human supervision is seen as essential.

• While AI offers significant potential for enhancing the quality and efficiency 
of evaluations, IFAD emphasizes the importance of maintaining high-quality 
standards and investing in human capacities.

United Nations Children’s Fund (UNICEF)
UNICEF’s evaluation office reported that it is in the early stages of using AI. It is main-
ly focused on the synthesis of qualitative data from past evaluations using machine 
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learning and natural language processing. It aims to use AI to mine the organization’s 
evidence base to inform evaluation design and reduce data collection efforts. UNICEF 
is moving cautiously in this area and is not using generative AI models. The following 
are key points from UNICEF’s experience.

• UNICEF’s evaluation office has built a small data pod and has hired a data 
scientist to support AI applications. The challenges it faces are due to the 
predominantly qualitative nature of their evaluations and the lack of highly 
structured and machine-readable data.

• AI has so far been primarily used for the extraction of insights from a large 
database of past evaluations, assessments, and studies. The aim has been to 
inform the design of new evaluations and avoid duplicating data collection. 
This work has involved techniques like text mining, NLP, and supervised 
machine learning to classify and summarize needed information.

• AI is seen as a potentially useful tool for making the organization’s evaluations 
more efficient, cost-effective, and better informed by past evidence. However, 
UNICEF emphasizes the importance of human judgement and validation of 
any insights generated with the help of AI.

• UNICEF is cautious about the use of generative AI models like ChatGPT 
because of concerns about possible hallucination and biases. For data analysis 
the team prefers to use open-source tools and libraries like Python.

• UNICEF highlighted the importance of structuring evaluation data in machine-
readable formats and standardizing evaluation reports to make them more 
conducive to AI analysis. UNICEF is working on developing data governance 
frameworks and ethical guidelines for the use of AI.

• Other UNICEF divisions, such as the data science team and the innovation 
units, are more advanced in using AI and big data for monitoring, real-time 
analysis, and geospatial applications. The evaluation office is learning from 
their experience.

United Nations Development Programme (UNDP)
UNDP’s Independent Evaluation Office has made a lot of progress in developing and 
using AI tools for evaluations. A unique experience of UNDP is the development of 
its own proprietary search and extraction tool called AIDA (Artificial Intelligence for 
Development Analytics) which is powered by AI. The following are key points from 
UNDP’s experience.
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30. Power Query is a data transformation tool available in Microsoft Excel, Power BI, and other Microsoft products.

• UNDP started using AI in 2021 when it developed AIDA (Artificial Intelligence 
for Development Analytics). This system uses machine learning to extract 
findings, conclusions and recommendations, enable searching and filtering 
by various criteria (e.g., country, region, theme, time period, evaluation quality), 
and provide summaries and insights from over 6,500 evaluation reports 
which are stored in UNDP’s Evaluation Resource Center (ERC) database. AIDA 
includes features like translation of non-English reports, sentiment analysis 
at the sentence and paragraph level, and a taxonomy to label paragraphs by 
topic.

• The development of AIDA involved extensive work on data preparation, model 
training, and validation. UNDP worked with external researchers to refine its 
sentiment analysis models and adjust them to the context of the UN. AIDA 
is not seen as exclusive, but as a complement to other external AI tools like 
Copilot (used, for example, for drafting text).

• The IEO team reported that the uptake of AIDA has thus far been good – 
including by UNDP country offices which use it to formulate projects/programs 
based on evidence derived from evaluation reports. The system is also used 
by UNDP staff and evaluators to inform the design of evaluations (e.g., by 
identifying gaps in evidence or trends), support the synthesis of evidence, and 
generate insights for decision-making. AIDA has been shared with other UNDP 
teams (e.g., accelerator labs), which use it as a knowledge management tool.

• UNDP continues to refine and expand AIDA (e.g., by integrating more data 
sources), while carefully monitoring risks related to data security and privacy. 
AIDA’s architecture has the potential for further expansion to support other UN 
entities, but currently it is only used by UNDP. UNDP is exploring the idea of a 
single UN-wide repository for evaluations that could be partially analysed with 
the help of AI.

• For data analytics, UNDP uses other tools in the public domain, such as Power 
Query.30  The UNDP IEO team has also set up an internal version of ChatGPT 
(Microsoft’s version) that staff can use for tasks like improving writing or 
extracting key insights, on the proviso that sensitive data is not uploaded.

• UNDP emphasizes the importance of using AI tools responsibly and ethically in 
evaluation tasks. The focus is on applications where the risks are lower, but the 
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31. RDiscovery and Consensus are tools that use AI and machine learning to manage and analyse large volumes of data.
32. Petal, Lateral, Scholarcy, and AI LYZE are tools that leverage AI for various aspects of research, data analysis, and infor-
mation management.
33. The GDELT Project monitors the world’s broadcast, print, and web news in over 100 languages and identifies people, 
locations, organizations, themes, sources, emotions, counts, quotes, images and events features in news. It serves as a free 
open platform for computing on the entire world. (https://www.gdeltproject.org/) 
34. spaCy is an open-source Python library for advanced NLP. It is used in production environments, providing a fast, reli-
able, and efficient way to work with large volumes of text data.

efficiency gains significant. The UNDP IEO team stresses the need for building 
evaluators’ capacities and strengthening the guidance on the use of AI.

United Nations Office of Internal Oversight Services (OIOS)
The OIOS team has tested various AI tools for tasks like document search, data analy-
sis and synthesis as part of several evaluation pilots. The following are key points from 
OIOS’s experience.

• OIOS has tested the use of AI in the evaluations of MONUSCO (UN 
peacekeeping mission in the Democratic Republic of Congo) and IRMCT 
(International Residual Mechanism for Criminal Tribunals). NLP was used in the 
evaluation of MINURSO (UN Mission for Referendum in Western Sahara).

• During the planning phase of the MONUSCO evaluation, the OIOS team 
tested some AI tools available publicly for searching documents (UNDP’s AIDA, 
RDiscovery, Consensus)31 and analysing documents (Petal, Lateral, Scholarcy, 
AI LYZE, ChatGPT).32 While these tools helped identify and analyse some 
documents, the team encountered challenges with too many or non-specific 
results, privacy concerns, and hallucination.

• For the IRMCT pilot, the OIOS team developed jointly with the UN Operations 
and Crisis Centre (UNOCC) a customized AI tool, which was used to analyse 70 
structured interview transcripts. The tool was developed on a secure UN server 
and included prompts engineered to generate summaries and insights, as well 
as sentiment analysis. The AI-generated output was compared with analysis 
done manually with NVivo to assess its accuracy.

• For the MINURSO evaluation, the OIOS team used NLP techniques for the 
sentiment analysis of Security Council speeches and bilateral communications 
related to Western Sahara. The team also conducted a thematic network 
analysis using the Global Database of Events, Language and Tone (GDELT).33  
Furthermore, the team used the spaCy NLP34  library to parse and classify 
events from 31,800 daily situation reports, automating geocoding to map 
incidents in Western Sahara.

https://www.gdeltproject.org/
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35. The Team Lead for Communications, Knowledge Management, and AI at the UNFPA Evaluation Office co-chairs the UN 
Evaluation Group working on data and AI.
36. Duet AI is an AI-powered tool developed by Google to assist with real-time collaboration in Google Workspace applica-
tions such as Google Docs, Sheets, Slides, and Meet.

• The OIOS team has drawn the following key lessons from this experience: (i) AI 
has potential to support various evaluation stages and processes, but the tools 
need to be carefully piloted, tailored to context, and validated; (ii) the available 
commercial AI packages come with different strengths and limitations; (iii) it is 
necessary to further pilot AI tools alongside traditional methods to assess their 
reliability and accuracy; (iv) significant programming, machine learning, and 
analytical skills, as well as financial investments, are required for customized 
tools; and (v) ethical considerations around data privacy and explaining AI use 
in evaluation reports are critical (including adherence with the UN Secretariat 
guidelines on responsible AI use).

United Nations Population Fund (UNFPA)35

UNFPA has accumulated some good experience with the piloting of AI in evaluations. 
To guide this work, the organization has prepared a comprehensive strategy (2023-
2025) for leveraging generative AI in evaluations. The document places emphasis on 
ethics and responsible use of AI. The following are key features of UNFPA’s experi-
ence.

• UNFPA’s journey began with a needs assessment across the evaluation 
lifecycle. This assessment mapped several use cases of AI. It also included a 
study on “solutions exploration” based on UNFPA-approved Google tools and 
platforms (Duet AI,36  Bard/Gemini).

• The UNFPA team identified and prioritized five use cases for AI in evaluation: 
information synthesis, initial report writing, inclusive dissemination, evidence 
synthesis, and qualitative data analysis.

• The team developed a pioneering “Strategy for Gen-AI powered evaluation 
function at UNFPA” to optimize evaluation processes and products, while 
ensuring ethical and responsible use of generative AI. The strategy provides a 
framework for recognizing and mitigating the challenges and risks emanating 
from the use of AI (such as data protection and privacy, mitigation of bias, 
accuracy and reliability, transparency and accountability, and overreliance on AI 
tools). It is aligned with the UNEG ethical principles for AI use in evaluation.

• The strategy outlines key principles, including a demand-driven approach, 
diversification and innovation of generative AI tools, upholding quality and 
credibility, adhering to an ethical and human rights-based approach, and 
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promoting generative AI capacity, especially in the Global South.

• UNFPA is in the process of implementing the strategy through a phased 
approach. Under this framework, the organization is focusing on the 
development of customized generative AI solutions, change management and 
communication, an iterative and adaptive approach to digital transformation, 
and the issue of long-term sustainability.

• The team noted that it is taking a slow, but intentional, approach in rolling 
out the use of AI in the evaluation practice. The focus is on staff training and 
capacity building. The team is integrating AI considerations into its evaluation 
quality assessment framework.

• Two major generative AI pilots are underway: (i) Using AILYZE for the qualitative 
analysis of 75 country program documents to assess strategic shifts and 
accelerators across two strategic plan periods, and (ii) Using generative AI for 
report extraction and coding/synthesis in an inter-agency meta-synthesis of 
evaluation reports on youth education and employment. The pilots involved 
close human-AI collaboration and validation, which creates challenges for 
evaluation timelines. 

• UNFPA pays particular attention to the ethical use of AI and risk mitigation. 
Key measures to this end include contractual clauses, human-AI collaboration, 
strong human oversight, data protection, and transparency about AI use in 
evaluation reports.

• The team emphasized the importance of building AI capacities, aligning 
analytical frameworks for AI use, allocating time for accuracy checks and 
validation, including AI disclaimers and methodology explanations in reports, 
and assessing efficiency gains before any scaling up.

United Nations Secretariat
In July 2023, the UN Secretariat issued guidance on the “Responsible Use of Publicly 
Available Generative Artificial Intelligence (AI) Tools”. The guidance recognizes the 
potential of AI tools to enhance productivity. It emphasizes the need for caution and 
responsible use. Further, it underscores the importance of protecting sensitive in-
formation and personal data, warning against uploading such content to public AI 
platforms. The guidance stresses that AI-generated content can be unreliable and 
might perpetuate biases or create security vulnerabilities. It recommends thorough 
verification of all AI outputs. The guidance reminds UN staff to remain fully account-
able for any content produced using these tools. For IT specialists, the guidance offers 
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37. mAI is not specifically created for evaluation purposes. It is accessible to all World Bank staff and is designed to protect 
confidential data by preventing its use in training public GPT models.
38. In her article “What has the World Bank’s Internal Evaluation Group learned from experimenting with NLP?”, Richards 
(2023) discusses the World Bank’s experiments.  Another team from the World Bank’s IEG explored potential applications, 
benefits, and limitations of GPT and generative AI in evaluation practice by conducting nine experiments covering various 
stages of the evaluation process, user profiles, and output types, and comparing the AI-generated results with outputs 
produced by humans (Raimondo et al. 2023).

additional considerations regarding cost absorption, human oversight, transparency, 
and risk assessment when implementing AI in UN projects.

World Bank
The World Bank Group has created an internal mAI tool, which is widely used within 
the organization for research purposes, but also in the evaluation practice.37  With 
specific regard to evaluation tools, the World Bank’s Independent Evaluation Group 
(IEG) has mostly focused on non-generative AI techniques such as NLP and comput-
er vision. Over the past three years, IEG has made significant progress in incorporat-
ing these techniques into evaluations, starting with simpler applications and gradual-
ly increasing complexity to build trust and understanding. More recently, the IEG has 
also been experimenting with generative models, which includes ChatGPT, GPT-4 via 
API, (powered by GPT-3.5), and Google’s Bard/Gemini, to understand their potential 
and limitations for various evaluation tasks. These experiments were designed with 
different user profiles in mind (e.g., data scientists, analysts, and evaluation manag-
ers) and compared AI-generated outputs to those produced manually by staff mem-
bers.38  The following are some key insights from the experiments of the IEG.

• The following are applications which were identified as successful: 

° Document summarization: ChatGPT was able to summarize large reports 
based on key sections, although token limits created challenges.

° Coding: ChatGPT excelled at generating code, adding comments, and 
summarizing scripts when given specific instructions.

° Sentiment analysis: GPT-4 outperformed IEG’s best model in classifying the 
sentiment of sentences, achieving 94.5 per cent accuracy compared to 86.8 
per cent. 

° Econometric analysis:  ChatGPT generated the “R code” for multivariate 
regression analysis, replicating study results when provided with specific 
instructions.

° Text classification:  ChatGPT and GPT-4’s API achieved a 76 per cent accuracy 
in classifying text related to disaster risk reduction.

• The following are applications which were considered less successful: 
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39. DALL-E is an advanced AI model developed by OpenAI that generates images from textual descriptions.

° Generating synthetic images for geospatial analysis: Open AI’s DALL-E39  
struggled to generate sufficient urban images for data augmentation, with 
limited output per prompt and difficulty assessing real images.

° Literature reviews: ChatGPT and mAI provided seemingly “plausible” 
responses. However, verifying the information’s authenticity and mitigating 
the risk of hallucinations proved challenging. In particular, ChatGPT 
generated seemingly convincing but fabricated references.

° Evaluative synthesis: ChatGPT produced a well-written synthesis of project 
evaluations but fabricated the evidence and examples.

The IEG team advises WB staff to not input private or confidential information into 
the public versions of GPT. It also cautions them against using AI for complex tasks, 
where the risk of incorrect or hallucinated answers is elevated and harder to de-
tect. The team recommends starting fresh chat sessions for each prompt, validating 
outputs against reliable sources, and ensuring human supervision and verification 
throughout the process.

The IEG has increased its data science and AI team and has organized training, pub-
lications, and conferences to help the evaluation teams understand how AI technolo-
gies can be leveraged to answer evaluation questions. According to IEG, the process 
is driven by evaluation questions rather than data alone, and the results are com-
bined with other methodological approaches for triangulation.

Going forward, WB’s IEG is developing a multi-year plan on how to responsibly in-
tegrate generative AI into its evaluation work, focusing on infrastructure, capacity 
building, and customized tools. They will continue experimenting and testing, while 
prioritizing data security and the purposeful use of AI to enhance rather than drive 
evaluations. WB has also developed a practical AI framework, which can be used to 
assess AI readiness across six key areas: (i) data and infrastructure; (ii) human capital 
and workforce; (iii) innovation and entrepreneurship; (iv) policy and regulation; (v) 
ethics and values; and (vi) future readiness. The framework is complemented by a 
simple guidance on the responsible use of generative AI, emphasizing ethical consid-
erations, data governance, risk management, inclusivity, and capacity building.

3.2. Experience of evaluators
This study’s data collection effort also included a survey with evaluation experts. The 
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purpose of the survey was to understand the extent and manner in which evaluators 
are using AI in evaluations. The survey involved evaluation staff/experts in the climate 
funds and international organizations and independent evaluators who are involved 
with these organizations. Using a purposive sampling approach that targeted circa 
50 key evaluation experts, the survey received a total of 32 responses. It should be 
emphasized here that the selected sample is not representative of the evaluators’ 
community, as the targeting focused on those evaluators likely to have tinkered with 
AI. However, as the survey showed (see Figure 1 below), even within this specifically 
tailored sample, only 32 per cent of participants reported to having made significant 
use of AI in their evaluative work. The box below provides a profile of the survey par-
ticipants. More detailed information about the survey participants can be found in 
Annex II of this report.

Box 3: Profile of survey participants

Among other things, the survey organized for this study collected information about the 
background and experience of participating professionals in the field of evaluation. The 
following is a brief summary, with more information provided in Annex II of this report.

■ The majority of respondents (47 per cent) work as evaluators in NGOs or international 
organizations. About 38 per cent of them are program officers or managers. 

■ Most respondents have between 2-5 years (39 per cent) or more than 10 years (32 per 
cent) of experience with evaluations. They work primarily for international organizations 
(45 per cent), government agencies (26 per cent), and NGOs (10 per cent). 

■ The main areas in which survey respondents conduct evaluations are climate change 
(39 per cent) and environment (29 per cent). About 61 per cent of respondents have 
conducted evaluations of initiatives or projects funded by the climate funds (AF, CIF, GEF, 
or GCF).

The following is a summary of the results of the survey. The interpretation of results 
is presented in percentage terms, reporting the feedback of only those participants 
who responded to the survey questions (i.e., excluding those who did not respond to 
the question).

As can be seen in the figure below, the majority of survey respondents (approximate-
ly 68 per cent) reported to not have used AI in any form in relation to their evaluation 
work. This confirms one of the key points of the literature review – that while AI is 
starting to gain traction in the field of evaluation, it is still not widely adopted by prac-
titioners.
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FIGURE 1: Use of AI by survey respondents
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Among those who have used AI in evaluation, its application has been distributed 
across various types of evaluations. The figure below shows that formative, summa-
tive, process, and outcome evaluations are the main types of evaluation where AI 
is used – with 24 per cent of responses each. Impact evaluations were identified by 
18 per cent of respondents, whereas cluster evaluations and meta-evaluations have 
been used by 12 per cent each. The least extent of use of AI was reported for the task 
of real-time evaluation, which was selected by only 6 per cent of respondents.

FIGURE 2: Use of AI by type of evaluation
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When used in evaluations, the survey shows that AI is most commonly applied to cli-
mate change adaptation projects, with 40 per cent of respondents selecting this area 
(figure below). Water resource management and agriculture and food security are 
also significant areas of focus, each selected by 28 per cent of respondents. Climate 
change mitigation is another key area, noted by 22 per cent of respondents. Fewer 
applications of AI are noted in the areas of disaster risk reduction and renewable en-
ergy, each with 11 per cent of respondents.

FIGURE 3: Use of AI in thematic areas
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Figure 4 shows the evaluation phases in which survey respondents have used AI.  The 
“Use and Dissemination” phase (which includes reporting) has the most use of AI 
with 67 per cent. The “Design” phase also sees substantial use of AI, with 50 per cent. 
The “Implementation” and “Quality Control” phases are equally represented, each 
with 42 per cent of respondents.

FIGURE 4: Use of AI in evaluation phases
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40. An API (Application Programming Interface) is a set of rules and protocols that allows different software applications 
to communicate with each other. It defines the methods and data formats that applications can use to request and ex-
change information, enabling them to interact in a standardized way.
  Transformers are a type of neural network architecture that has revolutionized AI. BERT is a transformer-based model de-
veloped by Google that is designed to understand the context of words in a sentence by looking at both the words before 
and after a given word. RoBERTa is an optimized version of BERT developed by META. Social Network Analysis (SNA) is used 
to analyse social structures through networks and graph theory.

A survey question explored the types of AI tools evaluators use in their work. The most 
common tool indicated by the respondents is by far ChatGPT. Other tools include Claude 
by Anthropic, Bard/Gemini by Google, and some custom-built applications that leverage 
APIs40  from public AI models. Some respondents mentioned various advanced AI mod-
els such as Transformers, BERT, RoBERTa, or specific applications like SNA and XCBoost-
Model,41 which suggests that there is a more specialized use of AI among more technical-
ly-savvy evaluators. Additionally, some responses indicate that some internal/proprietary 
AI tools are also in use (e.g., the mAI platform developed by the WB Group).

The figure below shows the various uses of AI in evaluation. The most common applica-
tions are the synthesis of existing evidence and knowledge (41 per cent) and text analysis 
and coding (35 per cent). The synthesis of evaluation results is also a notable use case, 
reported by 29 per cent of respondents. Data cleaning and data extraction are two addi-
tional tasks that were reported by survey participants – each selected by 24 per cent of 
respondents. Data analysis was selected by 18 per cent of participants. Less frequently 
AI is used for methodological support, data aggregation, and data visualization, each 
selected by 12 per cent of respondents. A smaller proportion indicated the use of AI for 
survey design and enforcement of standards and quality control, with both at 6 per cent.

FIGURE 5: Use of AI in evaluation tasks
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A majority of participants reported a positive outlook on the future of AI in the eval-
uation practice. As shown in the chart below, 40 per cent  rated their experience as 
“very positive” and another 40 per cent as “somewhat positive”. However, 13 per cent 
of respondents remain neutral, while a minority (7 per cent) reported a “somewhat 
negative” experience. Notably, no respondents rated their experience as “very nega-
tive”.

FIGURE 6: Survey participants’ experience with AI
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The figure below shows that 83 per cent of respondents identified the “increased ef-
ficiency and the saving of time” as the most significant benefit of AI. Other key ben-
efits include “more engaging and accessible reporting and dissemination of results” 
(33 per cent), “improved data quality and accuracy” (28 per cent), and “enhanced in-
sights and understanding of program outcomes and impacts” (28 per cent). A small-
er proportion of respondents (17 per cent) identified greater objectivity and reduced 
bias in analysis as key benefits of AI. About 28 per cent of the respondents (under 
the category Others) identified other benefits, such as the ability to perform anal-
yses which would otherwise be impossible due to cost and time constraints, or AI’s 
potential to save time in data analysis. However, several respondents within the latter 
groups also expressed concerns about AI’s limitations, particularly in understanding 
the local contexts and cultural nuances.
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FIGURE 7: Benefits of AI
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Survey respondents reported that AI tools have the potential to save time and effort 
in various evaluation functions. As can be seen from the figure below, this is particu-
larly the case with regards to text analysis and coding, synthesis of existing evidence 
and knowledge, data cleaning, data extraction, data analysis, data aggregation, and 
synthesis of evaluation results. However, the impact of AI clearly varies across func-
tions and respondents, with some experiencing significant time savings while oth-
ers report limited or no benefits. While AI is perceived as a technology that offers 
time-saving advantages in several evaluation areas, the effectiveness varies, and in 
many cases, respondents remain neutral or only moderately satisfied with its impact 
compared to manual methods. This suggests that while AI has potential, its imple-
mentation and integration into evaluation processes may still require refinement and 
adaptation to specific needs.
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FIGURE 8: Use of AI in evaluation tasks
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When asked to identify the primary advantages of using AI in the evaluation of cli-
mate projects compared to other areas, the respondents singled out the increased 
efficiency and time savings, enhanced data analysis capabilities, and improved clarity 
in reporting. AI is particularly valued by the respondents for its ability to process large, 
complex datasets, provide real-time data and predictive analytics, and help standard-
ize evaluation processes. However, some respondents believe that these benefits are 
not unique to climate change evaluations and apply to other thematic areas. They 
also stressed that the effective use of AI depends on the evaluator’s technical knowl-
edge, with some respondents noting limitations if such expertise is lacking.

The figure below shows the main challenges reported by survey respondents when 
using AI in evaluations. They include the challenge of inadequate quality of results (61 
per cent) and ethical concerns around data privacy, security, or bias (44 per cent). The 
survey thus reconfirms the main challenges identified in the literature review. Ad-
ditional challenges include the lack of technical skills or expertise in understanding/
using AI (39 per cent), the high costs or requirements for use of AI (39 per cent), and 
difficulties in interpreting or explaining the results produced by AI (11 per cent). Some 
respondents (category “Other” with 28 per cent) mentioned other challenges such 
as prejudice from colleagues and the need for extensive validation and workarounds 
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due to AI’s propensity to commit errors or hallucinations. These challenges indicate 
a need for improved AI tools, better training, and greater awareness on the ethical 
implications of the use of AI in evaluations. 

FIGURE 9: Challenges of AI
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The survey also highlighted some key opportunities, as perceived by the participat-
ing practitioners. Several respondents noted that AI can improve the efficiency of the 
evaluation process significantly by automating certain routine tasks, like data clean-
ing, data collation, and preliminary analysis. Liberated from routine tasks, the eval-
uators will be able to focus on more complex and critical aspects of the evaluation 
process, where the premium on human capabilities is higher. The ability of AI to anal-
yse large and complex datasets – especially, data from satellite images and climate 
models – can help practitioners make evaluations more accurate and comprehen-
sive. Survey respondents also indicated that AI has significant potential in the area 
of predictive analytics. This a function that is crucial for forecasting climate trends 
and informing adaptation strategies. AI’s potential is also seen in helping with deci-
sion-making by allowing policymakers identify patterns and insights that may not be 
immediately apparent. This in turn leads to better-targeted interventions. However, 
several respondents also expressed caution. They noted several challenges, in line 
with those identified in the literature review, and the need for human validation of 
the insights generated with AI. A small minority of survey participants said they see 
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more challenges and issues rather than opportunities in the use of AI, which sug-
gests that there may be widely varying levels of perception of AI among evaluators.

The survey also assessed the sense of perceived risks and concerns among evalua-
tion practitioners. As can be seen from the figure below, the most commonly cited 
concern is the potential for incorrect results or hallucinations, with 30 per cent of 
respondents highlighting this problem. Concerns about bias in the results of AI and 
the misinterpretation of those results were each noted by 17 per cent of respondents, 
suggesting concerns about the accuracy and fairness of AI-produced results. Over-re-
liance on technology was a concern for 9 per cent of respondents, while data security 
risks and ethical concerns were each mentioned by 4 per cent of the respondents. 
Additionally, some respondents (under the “Other” category with 17 per cent) indicat-
ed several other concerns, such as the need for human oversight and the challenge 
of integrating AI into evaluation processes. Again, these insights confirm the findings 
of the literature review. They suggest that while AI offers significant potential bene-
fits, there are also substantial perceived risks that need to be carefully monitored and 
managed.

FIGURE 10: AI Risks
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The survey also asked practitioners about potential risk mitigation strategies or ap-
proaches that could be deployed to address the risks of AI. At the policy level, survey 
respondents proposed the development of AI risk management frameworks that 
ensure the transparency and explainability of AI processes. They also suggested the 
conduct of regular audits and the establishment of strong data governance poli-
cies. Another key suggestion was the organization of training on AI and digital lit-
eracy for evaluators and staff. Another key mitigation factor stressed by the respon-
dents is oversight and human supervision. They are seen as crucial for ensuring 
that AI results are triangulated and validated by the human factor with traditional 
research methods. 

Overall, a general insight from the survey on the aspect of mitigation is that eval-
uators need to develop systematic approaches for validating AI results and should 
maintain a critical eye on the outputs generated by AI systems. Additionally, fostering 
interdisciplinary collaboration and making AI tools more open and collaborative will 
be crucial for improving the quality of context-specific assessments. Finally, partici-
pants stressed the importance of continuous learning and adaptation of AI systems, 
an insight largely in line with the main findings of the literature review.

The survey indicates that a majority of respondents are inclined to use AI in future 
evaluations, with 50 per cent stating they are “very likely” and 18 per cent “some-
what likely” to do so. A notable portion, 21 per cent, remains neutral. A smaller group, 
11 per cent, are “very unlikely” to incorporate AI into their future evaluations. These 
results suggest a generally positive outlook toward the future use of AI in evaluations, 
though some reservations remain among a minority of respondents.

FIGURE 11: Likelihood of using AI in the future
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The survey also asked participants about the factors that are most likely to influ-
ence their decision on whether to use AI tools in future evaluations. The results are 
shown in the figure below. The following are the three top factors: access to AI tools 
and expertise; proven benefits and quality of results from AI use; and guidance and 
best practices for AI implementation (each identified by 61 per cent of the respon-
dents). Further down the list of factors comes personal interest and motivation to 
learn about AI, identified by 39 per cent of respondents. Support from evaluation 
commissioners is a less common, but still relevant, factor, reported by 21 per cent 
of respondents. Some participants (under the “Other” category with 11 per cent of 
respondents) noted the importance of AI’s ability to understand and incorporate 
country-specific contexts, cultural nuances, and the subtleties of personal stories and 
local values into its algorithms as a factor for future use of AI tools. These findings un-
derscore the need for practical resources, especially guidance, proven effectiveness 
through best practices and use cases, and contextual sensitivity.

FIGURE 12: Factors likely to influence use of AI in the future
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The survey also reveals that a majority of respondents consider it important for eval-
uators to develop skills in the use of AI. Specifically, 54 per cent believe that this mat-
ter is “very important,” and 23 per cent think it is “somewhat important”. A smaller 
group of about 12 per cent remain neutral on this issue. On the other hand, 4 per cent 
of respondents view it as “somewhat unimportant”, whereas 8 per cent consider it 
“very unimportant”. These results suggest the need for capacity development among 
evaluators. This might also have an impact on the minority, which remains skeptical 
or sees less value in developing these skills.
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The survey also shows that the most useful types of support expected by evaluators 
include training and capacity building on AI techniques and tools (which is selected 
by 76 per cent of respondents). About 68 per cent of respondents identified guide-
lines and best practices for AI use as important resources. Case studies or examples 
of successful AI applications and opportunities for networking, collaboration, and 
knowledge-sharing were each noted by 64 per cent of respondents. About 44 per 
cent of respondents identified funding or grants for AI tools and infrastructure as im-
portant for skill development. A small portion of respondents (about 12 per cent) em-
phasized the need for assurance that concerns about AI, such as accuracy and ethical 
considerations, are addressed, and that evaluators are equipped to integrate these 
considerations into AI tools effectively. These findings indicate a strong demand for 
practical resources, training, and collaborative opportunities.

FIGURE 13: Importance of developing AI skills
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FIGURE 14: Type of support needed
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Survey participants identified some factors which, in their opinion, are likely to influ-
ence the adoption of AI in evaluations in the coming years. The main ones include 
stronger proof of the benefits of AI, access to training and education on AI technol-
ogies, and the development of standards and best practices for the use of AI. Re-
spondents also highlighted the need to address ethical concerns, particularly those 
related to data privacy. They also pointed out the need to ensure that AI systems are 
capable of generating accurate results before using them more widely. The availabil-
ity of time and financial resources to institutionalize AI, advancements in AI technol-
ogy, and the necessity of high-quality data were also noted as critical factors. Addi-
tional factors mentioned by the respondents were the importance of stakeholder 
acceptance, the need for continuous testing and innovation, and the need for sup-
port from organizations with training and resources for the development of AI capac-
ities. 

The survey included a specific question on those AI applications or techniques that 
the respondents thought have the greatest potential for improving evaluations in 
the climate sector. The respondents identified some specific AI methods that could 
be effective in climate evaluations, e.g., Random Forests for predictive modelling and 
climate simulations, Convolutional Neural Networks for analysing satellite imagery, 
and Bayesian Networks for uncertainty modelling and probabilistic climate risk as-
sessment. Additionally, the participants singled out machine learning algorithms for 
their ability to analyse vast datasets and identify patterns. They also noted that NLP 
tools could process and analyse textual data from reports and social media to gauge 
public sentiment and gather qualitative data. Remote sensing technologies powered 
by AI were also noted for their ability to monitor environmental changes in real-time, 
offering precise data on key metrics such as deforestation and land use changes. 
Tools like ChatGPT were recognized for their ease of use, particularly for simple que-
ries. Some respondents also expressed uncertainty or a lack of familiarity with specif-
ic AI applications, which further reinforces the idea that further education, training, 
and knowledge sharing are critically needed within organizations and the evaluation 
community.
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IV. Conclusions and way forward
The literature review, interviews and survey conducted in the framework of this 
scoping study yielded a wealth of information. The following are the key take-
aways from this research organized in two sections – the current state of the use 
of AI in evaluations (specially climate evaluations) and the way forward.

Current situation

Current Use of AI in evaluations:
• AI is being increasingly used in evaluations. Yet, adoption remains low and has 

been slower than in other fields such as medical research, business analysis, 
software coding, etc.

• The potential benefits of AI are not evenly spread. AI holds particular promise 
in the analysis of qualitative data – such as summarizing documents, extracting 
themes, generating ideas, producing first drafts, and coding. 

• AI can be helpful for external validity (detecting patterns across large datasets, 
which can help determine if findings can be extended to other situations). 
However, it struggles with internal validity (capturing causal relationships) 
because of the lack of contextual understanding.

• AI may also be used to classify and predict socio-economic outcomes from 
large data (e.g., satellite imagery, mobile phone data, and behavioural 
indicators). This enables more cost-effective and scalable data collection, 
especially valuable in resource-constrained environments. 

• For all the potential benefits, human judgement is crucial for contextual 
interpretation and will remain indispensable in the evaluation practice. Also, 
the modelling of causality will remain crucial for valid evaluation results.

• In climate evaluations, the use of AI has been very limited, despite its potential. 
Most of the existing use of AI has focused on broader climate research and 
modelling.

• In climate research AI is used in data collection and analysis (satellite imagery 
analysis, data quality enhancement, automation), climate modelling (increased 
resolution, data assimilation, parameterization), and prediction accuracy 
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(pattern recognition, model calibration, dynamic ensembles).

• Prompts are crucial for the effective use of AI; they drive the quality of results. 
Evaluators must craft well-structured and clear prompts that align with 
evaluation frameworks and guide AI to behave like an evaluator.

• Most international organizations are in early stages of AI adoption, 
experimenting with various tools for specific evaluation tasks. Common 
applications include document synthesis, text analysis, intervention targeting, 
qualitative data analysis, and evidence extraction. The organizations and 
evaluators using AI should clearly and transparently acknowledge and note the 
use of AI in their work.

• International organizations are divided in two camps when it comes to the 
issue of internal versus external AI systems and tools. In the face of AI risks, 
some organizations are exploring the development of secure in-house AI 
models. Others think that the costs of developing these models, and the level 
of success provided by commercial models, do not justify investments in 
internal systems. There is also a middle path, which involves the use of available 
models, but with the data sitting in-house.

Opportunities:
• AI has the potential to enhance significantly the efficiency and quality of 

evaluations. This potential seems to be well recognized within the evaluation 
community. If used responsibly, AI can increase productivity, responsiveness to 
citizen needs, and accountability in the public sector.

• Tailored AI applications built on pre-trained language models, using specialized 
prompt engineering and fine-tuning, are expected to have the greatest impact 
in evaluation.

• AI offers significant advantages in the automation of repetitive tasks, 
processing of larger evidence bases, and the conduct of more comprehensive 
analyses. It has the potential to displace many human tasks in the evaluation 
profession (e.g., transcription, translation, document screening, thematic 
analysis, sentiment analysis, coding), while augmenting others (e.g., research 
design, establishing criteria).

• The main benefits of AI include reduced costs/time, larger samples, granular 
analysis, and evaluating complex programs. About 80 per cent of surveyed 
evaluators and experts reported a positive experience with AI, citing increased 
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efficiency and time savings as the most significant benefit. However, theory-
driven evaluations will remain important. 

• Complexity is a critical aspect of large-scale programs, especially in climate 
change. In this area, AI offers considerable advantages – it can help collect and 
analyse the dynamic and interacting data needed to understand complex 
systems. Nevertheless, few evaluators are currently using these techniques in 
the climate area.

• Building AI systems is a resource-intensive enterprise. It also requires extensive 
data resources and data systems. Organizations with small budgets and 
resources have the opportunity to leverage existing large language models 
(e.g., Claude, GPT) open to the public, rather than building their own from 
scratch. Larger organizations will need to balance their concerns about 
information privacy and the benefits of rapidly evolving commercial systems in 
the decision-making about the feasibility of internal systems.

Challenges and risks:
• The results of AI depend on the quality and representativeness of the data used 

for its training. AI tools may hallucinate false information and reflect biases 
present in Internet data they were trained on.

• AI poses interpretability challenges. It is not fully reliable in the interpretation of 
facts and internal validity (causality) checking. Also, the replicability of results is 
a challenge. Even with the same prompt and same tool, generating the same 
result is unlikely. This inherently raises concerns about reliability and scalability.

• Also, given that AI models are trained primarily on data from larger, wealthier 
countries, they may not adequately capture the unique challenges and 
solutions relevant to smaller or poorer nations.

• Another key AI risk is misalignment with human values. AI may perpetuate 
existing and dominant forms of bias, racism and prejudice present in the large-
scale Internet data.

• There is a risk that in certain situations the efficiency gained by using AI gets 
lost or diluted due to extensive validation and workarounds. Therefore, a cost-
benefit assessment on a case-by-case basis is necessary – at least in the current 
condition of AI.

• For most international organizations the limited availability of well-structured 
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and machine-readable evaluation data limits the potential benefits of AI use. 
Efforts are needed to standardize data formats and develop data governance 
frameworks.

• Data security and privacy are major concerns, particularly with using external 
AI platforms for sensitive information. International organizations, including the 
climate funds, often deal with sensitive data about project proposals, financial 
information, and stakeholder details. Using external AI platforms could 
potentially expose this information to unauthorized access or breaches.

• The growing computational infrastructure for AI has environmental impacts, 
primarily through greenhouse gas emissions and water usage.

• There is also a challenge with the distribution of the benefits of AI. First, some 
of these tools are not available in all countries or regions. Further, nations 
with small populations are inherently disfavoured in the AI game by virtue 
of the small written base of their language. There are also requirements for 
investments in computational infrastructure which are not available to many 
small and poor countries. Given that the effectiveness of AI rises exponentially 
with the volume of available data, language-driven disparities in AI benefits will 
represent an ethical issue for the international community. The unequal access 
to AI tools across countries and regions could exacerbate existing technological 
divides. Also, the concentration of AI expertise in certain regions may 
exacerbate the brain drain from smaller or poorer countries, further hampering 
their ability to develop locally relevant AI solutions for just transitions.

Mitigating strategies:
• The evaluation community should engage with AI critically, assess it for 

bias and validity of results, and ensure that all stakeholders and affected 
communities have a voice in its design and accountability.

• Evaluators and organizations should engage with AI through a continuous 
process of verification, improvement, and incorporation of best practices.

• Validation is key. Rigorous validation of AI outputs against reliable sources 
and expert judgement is essential. Evaluators should employ techniques like 
spot checks, expert review, and cross-referencing to assess the accuracy and 
completeness of AI results.

• Evaluators should thoroughly assess the evaluation context and needs before 
choosing an AI tool.
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• Collaboration between AI and human judgement is crucial. Key to responsible 
use of AI will be combining AI’s pattern recognition and analytical power 
with human skepticism, contextual understanding, and critical perspective. 
A human-in-the-loop process, involving subject matter experts and data 
scientists, will be essential for validating AI results, fine-tuning AI models, and 
ensuring AI’s alignment with the evaluation framework.

• The rapid pace of change in AI technologies makes it difficult for research 
and testing to keep pace. Flexible and iterative approaches to AI testing and 
implementation are needed. Ongoing testing, research, and experimentation 
are needed to understand and realize AI’s benefits, while at the same time 
identifying and mitigating risks.

• Organizations need to develop ethical frameworks and guidelines and 
protocols for responsible AI use in evaluation, including human oversight and 
validation.

• Capacity building is critical. There is a need for comprehensive capacity 
development (training and education) for evaluators and organizations on 
the use and limitations of AI. Organizations need to develop AI literacy and 
hands-on experience for their staff. At the same time, their IT/AI experts should 
understand evaluation needs and contexts. Collaboration between the two is 
essential.

• To address data privacy concerns, organizations can access AI models behind 
a firewall, ensuring that sensitive data never leaves their secure environment. 
Interested organizations can explore the experience of the World Bank with the 
securing of its private data through an agreement with Microsoft.

• There is also an opportunity to advocate for organizations that own AI models 
to train them using diverse, representative data to reduce bias and the risk of 
exclusion.

Way forward
• AI is expected to get better and at an accelerating pace. This presents 

incredible opportunities for all research fields, the evaluation field included.
• Evaluators and organizations will have to inevitably embrace the use of AI in 

the evaluation process. However, this should be done in a gradual, critical, and 
responsible manner.

• The adoption of AI in evaluations should be seen as a journey, not a destination. 
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Organizations should start with simple applications of AI and gradually 
progress to more complex tasks, continuously building on their experiences 
and learning from others. 

• Customization is important. Off-the-shelf AI tools may not fully meet evaluation 
needs. Organizations will need to develop tailored applications or fine-tune 
existing models to their specific requirements.

• Managing expectations is crucial. AI is not a panacea; it requires human 
oversight, validation, and collaboration to ensure accurate and contextually 
relevant results. 

• It is also important to strike a balance between AI-driven analysis and human 
creativity in the generation of new knowledge and innovative solutions.

• AI applications have to be carefully tailored to specific evaluation contexts, 
questions, and data landscapes. This requires close collaboration between 
evaluators, data scientists, and stakeholders to design AI solutions that are fit-
for-purpose and aligned with organizational needs and values.

• Organizations should foster a culture of experimentation and innovation in the 
use of AI in evaluations. This should include the creation of spaces for piloting 
new approaches, sharing lessons learned, and constantly improving AI models 
and processes based on feedback and validation. It is crucial to recognize that 
waiting for AI solutions to fully mature before implementation can significantly 
hinder progress and learning opportunities. To mitigate potential downsides, 
organizations should implement risk management strategies, start with small-
scale pilots, and maintain transparency about the experimental nature of these 
initiatives.

• The responsible use of AI requires collaboration, peer learning, and knowledge 
sharing, both within and across organizations. Organizations should establish 
platforms and dialogue for exchanging best practices, case studies, and lessons 
learned.

• Organizations will need to invest in AI skills and capacity. This includes training 
on AI techniques, tools, and ethical considerations, as well as the creation of a 
culture of continuous learning and adaptation.

• Organizations will need to address ethical concerns around data privacy, 
security, and bias. They should establish robust data governance frameworks 
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and ensure that the use of AI adheres to ethical principles.

• Organizations have to build a secure physical data architecture that ensures 
data privacy and confidentiality, particularly when dealing with sensitive 
information.

• Resource constraints will shape the adoption of AI in many organizations. 
Those with limited budgets and staff will need to be more strategic in their AI 
investments, focusing on high-impact, external, and portable solutions.

• Evaluators and organizations will need to continuously assess the impact and 
value-added of AI by closely monitoring performance, efficiency gains, and 
unintended consequences.

• It will be essential for all organizations to develop guidelines, frameworks, 
and best practices for the responsible use of AI in evaluations. These should 
cover aspects such as data governance, bias mitigation, transparency, and risk 
management, and be regularly updated in line with updates of AI capabilities.

The final chapter discusses recommendations for the four climate funds to align 
their strategies and learning with the rapid evolution of AI.
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V. Key recommendations for the four funds
The scoping study has laid the ground for further systematic and joint work by the 
four climate funds (Adaptation Fund, Climate Investment Funds, Global Environment 
Facility, and Green Climate Fund) on the use of AI in the evaluation process. It pro-
vides the starting point for several pathways that the four climate funds could follow 
individually and jointly, depending on the political realities of cooperation.

The following are a set of practical and actionable recommendations on how the four 
funds could responsibly and gradually integrate AI into their evaluation practice. The 
recommendations are organized in two categories:  short-term and long-term rec-
ommendations.

Short-term recommendations

1. Maintain and further institutionalize the AI Joint Working Group established for 
the scoping study: 

• Maintain the Joint Working Group with representatives from the four funds 
that oversaw the conduct of the scoping study and further institutionalize it by 
formalizing some aspects of its operations, such as regular meetings, a ToR for 
the functioning of the group, roles, and responsibilities within the group, etc.

• Task this group with overseeing initial AI testing and preparatory work.

2. Initiate small-scale AI testing pilots:
• Select 2 to 3 low-risk, high-potential use cases (e.g., synthesis of evidence, 

thematic analysis, tailored reporting).
• Identify publicly available AI tools (e.g., ChatGPT, Claude) for initial testing.
• Set clear objectives and tracking metrics for each pilot.
• Document lessons learned and best practices.

3. Establish a basic validation protocol:
• Develop a simple framework for validating AI-generated outputs.
• Identify steps for human review and cross-checking with traditional methods.
• Test the protocol during the testing pilots.

4. Develop basic AI guidelines:
• Create initial guidelines (preferably joint) for the responsible use of AI in 

evaluations.
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• Focus on key areas: data privacy, transparency, human oversight, and just 
transition.

5. Establish an AI experience log:
• Set up a shared document or platform to record experiences with AI.
• Encourage all pilot participants to document insights, challenges, and lessons 

learned.
• Use this log to inform future AI approach/strategy development.

6. Organize AI awareness (light training) sessions:
• Organize introductory workshops on AI for evaluation staff, but also other 

departments in the organizations.
• Cover basic concepts, potential applications, and ethical considerations.

7. Develop an approach (or even better a strategy) for the systematic use of AI in 
evaluation: 

• Develop a 1- to 2-year roadmap (joint or individual, depending on political 
realities of cooperation) for the gradual integration of AI in evaluation 
processes.

• Define clear objectives, milestones, and success metrics for the integration 
process.

• Align the strategy with each fund’s broader digital transformation objectives.

Long-term recommendations

8. Establish a joint AI governance framework: 
• Establish a joint AI steering committee with representatives from evaluation, 

IT, and ethics departments, which has more strategic powers and oversight 
responsibilities than the preliminary AI working group.

• Maintain the current Joint Working Group across the four funds as a platform 
to share AI experiences and best practices and to inform the work and 
decision-making of the steering committee.

• Develop joint guidelines for the ethical use of AI, addressing data privacy, bias 
mitigation, and transparency.

9. Establish a validation and risk assessment framework: 
• Building on the basic validation protocol (above), further develop the protocols 

for validating AI-generated insights and results.
• Establish a risk assessment protocol for the use of AI in evaluations.
• Develop guidelines for human oversight and intervention in AI-assisted 
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evaluations.
• Create a system for documenting and learning from AI errors or biases.

10. Invest in AI capacity building: 
• Organize basic and advanced training content for relevant staff within each 

fund.
• Provide AI literacy training to all staff (within and outside the evaluation units).
• Engage to the extent possible with AI/data science experts from leading AI 

companies.

11. Strengthen data infrastructure: 
• Assess current data management practices and identify areas for 

improvement.
• Implement standardized data collection and storage protocols to ensure AI-

readiness.
• Explore secure cloud-based solutions for data storage and AI model 

deployment.

12. Develop AI-assisted evaluation toolkits: 
• Identify a suite of AI tools suitable/tailored for climate-related evaluations (e.g., 

satellite image analysis, climate data processing).
• Adapt AI tools for processing and analysing complex climate datasets.
• Ensure these tools are user-friendly and accessible to evaluators with varying 

levels of technical expertise.
• Regularly update these toolkits based on user feedback and technological 

advancements.

13. Promote collaboration and knowledge sharing: 
• Continue to collaborate and share information with other international 

organizations on best practices in the use of AI in evaluations.
• Organize annual workshops or conferences on AI in climate evaluations.
• Develop a shared repository of AI use cases and lessons learned (the AI 

experience log recommended mentioned above could be converted into the 
shared repository).

14. Engage with external stakeholders: 
• Conduct regular consultations with other organizations, evaluation teams, 

project implementers, and beneficiaries on AI use.
• Ensure transparency about AI use in evaluation reports and communications.
• Address concerns and incorporate feedback into AI strategies.
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15. Develop AI-specific evaluation criteria: 
• Create a framework for evaluating the effectiveness and impact of AI in 

evaluation processes.
• Regularly assess the cost-benefit ratio of AI implementations
• Monitor the unintended consequences of the use of AI.

16. Establish partnerships: 
• Collaborate with academic institutions, research institutes, and tech companies 

for cutting-edge AI research and development.
• Partner with other international organizations to share resources and learnings 

on AI in evaluation.

17. Prioritize environmental considerations: 
• Assess the environmental impact of AI implementations (e.g., energy 

consumption of data centres).
• Explore and prioritize energy-efficient AI solutions.
• Offset the carbon footprint of AI operations as part of the funds’ climate 

commitments.

18. Develop an AI communication strategy: 
• Craft clear messaging about the funds’ approach to AI in evaluations.
• Develop clear guidelines for communicating the use of AI in evaluation reports.
• Prepare FAQs and talking points for addressing stakeholder concerns about AI.

19. Establish an AI ethics review process: 
• Form an ethics review board for the use of AI.
• Develop a checklist for ethical considerations in AI-assisted evaluations.
• Audit on a regular basis AI systems for potential biases or ethical issues.

20. Establish a feedback loop: 
• Implement a system for evaluators to provide feedback on AI tools and 

processes.
• Regularly survey stakeholders on their perceptions and experiences with AI in 

evaluations.

It is advisable to use this feedback as a continuous learning and adaptation loop to 
refine and enhance your AI strategies. 
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1. Footnote xxxx

Annex I: Interview participants
1. Anish Pradhan, UNDP Independent Evaluation Office
2. Anoop Sharma, IFAD Evaluation Office
3. Dr. Anupam Anand, GEF Independent Evaluation Office
4. Brittney Dana Melloy, Climate Investment Funds
5. Devi Prasad Ayyannamahanty, Climate Investment Funds
6. Dr. Bianca Montrosse-Moorhead, University of Connecticut
7. Dr. Nanthikesan Suppiramaniam, IFAD Evaluation Office
8. Gagneet Kaur, IFAD Evaluation Office
9. Gonzalo Gomez Melazzini, UNDP Independent Evaluation Office
10. Hannah den Boer, IFAD Evaluation Office
11. Harsh Anuj, World Bank Independent Evaluation Group
12. Kai Rompczyk, Deval (private company)
13. Michael Bamberger, 3ie (non-profit)
14. Michael Ward, Climate Investment Funds
15. Neha Karkara, UNFPA Evaluation Office (and co-convener of the  
 United Nations Evaluation Group/working group on data and AI)
16. Srilata Rao, Chief of Section, Inspection and Evaluation Division,  
 Office of Internal Oversight Services, United Nations
17. Sven Harten, Deval (research firm)
18. Uyen Kim Huynh, UNICEF
19. Virginia Ziulu, World Bank Independent Evaluation Group
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Annex II: Survey participants
This annex provides a brief description of the profile and background of the partic-
ipants of the survey that was organized for this study. In total 32 evaluators and ex-
perts responded to the survey. The majority of survey respondents reporting to being 
evaluators at NGOs or international organizations (47 per cent), followed by program 
officers or managers (38 per cent). There was minimal representation of independent 
evaluators (3 per cent), government agency evaluators (6 per cent), and researchers (6 
per cent), and no respondents from consulting firms.

FIGURE 15: Categories of survey respondents

Evaluator at NGO or International 
organization

Program officer/manager

Evaluator at a  
government agency

Independent evaluator 3%

Researcher (in a academia, think 
tank, etc)

Other (please specify) 0%

Evaluator at a consulting firm 0%

6%

6%

47%

38%

The majority of respondents had substantial experience with evaluations. Specifical-
ly, 39 per cent had two to five years of experience, while 32 per cent had more than 
10 years of experience. This suggests a fairly experienced cohort overall, with a sig-
nificant portion (over 70 per cent) having more than two years in the field. A smaller 
group of respondents, 16 per cent, were relatively new to program evaluation with 
less than two years of experience, and 13 per cent had between six to 10 years of expe-
rience.
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FIGURE 16: Years of experience of survey respondents

2-5 years

More than 10 years 32%

39%

6-10 years 13%

Less than 2 years 16%

The majority of respondents had conducted evaluations in the areas of climate 
change (39 per cent) and environment (29 per cent). Some respondents were in-
volved in other environmental programs, like biodiversity, and waste management 
(under the “Other” category (with 3 per cent). There was limited representation in 
other sectors, with agriculture accounting for 6 per cent and education for 3 per cent, 
while areas such as energy and health had no representation.

The majority of respondents (45 per cent) reported to be working for international 
organizations, indicating a strong representation from this sector in the field of pro-
gram evaluation. Government agencies also had significant representation, with 26 
per cent of respondents working in this sector. NGOs accounted for 10 per cent of the 
respondents, while academic institutions represent 6 per cent. Interestingly, there 
were no respondents from private sector consulting firms, which could suggest a 
lower engagement or representation of this group in the survey. The others (13 per 
cent of the respondents) worked for parastatal or intragovernmental organizations.

FIGURE 17: Organizational affiliation of survey respondents

International Organization

Government agency 26%

45%

NGO 10%

Other 13%

Academic Institution 6%

Private sector  
consulting firm

0%
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FIGURE 18: Areas of experience of survey respondents

Climate change

Environment 29%

39%

Agriculture 6%

Other 23%

Education 3%

Health 0%

Energy 0%

A majority of respondents (61 per cent) had conducted evaluations of initiatives or 
projects funded by key climate finance mechanisms.

FIGURE 19: Experience of survey respondents in climate evaluations

No
39%

Yes
61%



Scoping Study on the Use of Artificial Intelligence in Evaluations 66

Annex III: Reviewed working documents
Rao, S. (2024, June). OIOS-IED experiences with Artificial Intelligence (including  
Natural Language Processing) [PowerPoint slides]. Office of Internal Oversight Ser-
vices, United Nations.

United Nations Secretariat. (2023, July 5). Guidance on the Responsible Use of Publicly 
Available Generative Artificial Intelligence (AI) Tools. Internal UN Broadcast Message.

Presentation “GenAI-powered evaluation function at UNFPA” by Neha Karkara,  
UNFPA Evaluation Office.

World Bank. (2024, April). AI Framework 2.0. Artificial Intelligence at WBG,  
Unpublished Presentation.

World Bank Group. (2024, May). Responsible Use of Generative Artificial Intelligence 
at the World Bank Group, Unpublished Document.
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